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Abstract
We analyze economic opportunities for industrial facilities provided by frequency regulation (FR) markets. We use classical frequency domain analysis techniques to characterize the harmonic content of FR signals and to analyze the impact of such harmonics on the response of dynamical systems. The analysis reveals that systems with slow dynamics, as thus found in large industrial systems, are suitable to provide FR capacity because they can naturally damp the dominant high-frequency harmonic content of FR signals. We also propose optimization formulations to quantify the maximum amount FR capacity that can be provided by a system given its dynamic characteristics, its control architecture, and FR dispatch signals. A distillation case study demonstrates that enormous economic potential exists for large industrial systems.

Keywords: electricity markets, frequency regulation, dynamics, manufacturing, control.

1 Introduction
Electricity markets are hierarchical decision-making processes that seek to coordinate generation, transmission, and consumption resources at multiple timescales. Figure 1 shows the major market layers, products, and timescales for the California Independent System Operator (CAISO). These markets exchange two general types of products: electrical energy and ancillary service capacity. Electrical energy is sold at three different timescales: in the Day-Ahead Market (DAM) with 1-hour intervals, in the Fifteen-Minute Market (FMM) with 15-min intervals, and in the Real Time Dispatch Process (RTPD) with 5-min intervals. The FMM and RTPD layers are also known as the Real-Time Market (RTM). The process of determining the resource dispatch schedule and locational (nodal) prices from bids is known as market clearing. Market clearing for the DAM occurs around noon of each preceding day. The RTM market corrects for errors in the original DAM schedule (which often arise from forecasting inaccuracies). As a result, RTM prices are more violative and provide economic opportunities for market participants with dynamic (ramping) flexibility [19]. Electricity markets across the U.S. include both DAM and RTM processes but layer names, timescales, and specific rules may vary by region.
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In addition to energy products, resources can also provide flexibility in the form of ancillary services such as frequency regulation, spinning reserves, and non-spinning reserves. In contrast to energy transactions (with prices in $ / MWh), ancillary services are a contingency product, where resources are paid for providing power capacity (with price in $ / MW). Reserve capacities provide a contingency in the event of unforeseen events that cannot be met by RTM (e.g., wind and solar supply variations and generator failures). For example, a resource providing spinning reserves in CAISO is contractually obligated to fully respond within 10 minutes of dispatch and provide 30 to 60 minutes of power at the awarded reserve capacity. Requirements for non-spinning reserves are less stringent, which allows resources with less dynamic flexibility to participate. Dispatch of reserves is rare; for example, Alcoa reported 55 dispatches of reserves per year for a facility providing interruptible loads (similar to reserve capacity) in the Midcontinent ISO [37, 38].

The frequency regulation (FR) ancillary service helps balance the grid on the seconds to minutes timescales. As the name suggests, FR is needed to keep the frequency of the grid at a required level (60 Hz in the U.S.). Resources providing FR capacity offer a flexibility band to the market. Every 2 to 15 seconds, the Automatic Generator Control (AGC) system sends each resource providing FR capacity a new power set-point (FR dispatch signal) within the flexibility band. Each resource is compensated for both the size of the band (i.e., the capacity provided in MW) and also the amount of variability in the FR dispatch signal. The variability is known as mileage and is defined as the absolute distance between consecutive power set-points. Figure 2 shows the set-point and mileage for a hypothetic generator providing FR capacity. The flexibility band is split into regulation up and regulation down capacities, which are priced separately in some markets such as CAISO and the Electric Reliability Council of Texas (ERCOT). The nominal set-point is the scheduled power output as set by an energy market (e.g., DAM). Compared to reserves, providing FR capacity requires significantly more dynamic flexibility from generators and loads. As a result, FR capacity is the most expensive ancillary service (by a factor of two or more compared to reserves). For example, in the case of CAISO for the year of
2015, the average FR capacity price was $5.72 / MW, compared to $2.84 / MW and $0.30 / MW for
spinning and non-spinning reserve capacity, respectively.

Several industrial facilities already exploit economic opportunities from electricity markets. For
example, in ERCOT, load resources provide 2,400 MW of flexible capacity, including over half of the
spinning reserves. Notably, over 1,000 MW of this capacity is provided by a single electrochemical
manufacturing facility. Of the remaining capacity, 820 MW and 520 MW are provided by medium
(10 to 50 MW) to small (less than 10 MW) industrial and commercial loads, respectively. In the year
of 2015, a load could have saved 400,000 $ / yr in CAISO by shifting 10 MW of consumption from
during the 1% most extreme RTM prices (between 97 and 1621 $ / MWh) to the average price (30
$ / MWh). Similarly, a load providing 10 MW of FR capacity for every hour would have received
500,000 $ / yr in capacity payments [19].

The demand and prices for ancillary services is increasing, driven by high frequency variations
of non-dispatchable renewable resources (e.g., solar, wind) [28, 33, 40]. In light of these economic
opportunities, single sites often participate in multiple demand response (DR) programs and ISO
markets. For example, Alcoa’s aluminum smelter in Warrick, IN provides 70 MW of FR capacity to
the Midcontinent ISO market. This represents 15% of the average load (470 MW) for the system. The
same facility also provides 75 MW of interruptible load (a separate DR program) [37, 38]. According
to the Energy Information Administration (EIA), U.S. industry consumed 846 TWh of electricity in
2010, with 71.7% of the demand arising from six major sectors: chemicals (22.1%), primary metals
(14.5%), paper (12.2%), food (9.6%), petroleum and coal products (7.8%), and plastics and rubber
products (5.4%) [1]. A recent analysis of CAISO data revealed substantial economic opportunities for
industrial systems that can provide flexibility at fast timescales (RTM and FR) [19]. For example, for
battery and CHP systems, it has been found that 60% to 90% of potential revenues are only accessible
through RTM. Similarly, providing ancillary services can increase revenues 40% to 100% relative to
only transacting energy. Consequently, the ISOs can greatly benefit from more active participation of
these sectors in electricity markets.

Applications for industrial demand response include combined heat and power (CHP) utility
plants [2, 14, 15, 18, 23, 32, 36], steel furnaces [3, 13], cement plants [11, 12, 15, 31, 39], air separa-
tion units [9, 10, 26, 27, 31, 34, 44, 45, 51, 52, 52], electrochemical manufacturing facilities [6], and pulp
mills [21]. Early literature focused on augmenting production scheduling frameworks to incorporate
time-varying energy prices [4, 17]. Initial extensions considered uncertain future energy prices using
stochastic programming formulations [21, 26]. More recent work also considered uncertain product
demands [42] as well as robust optimization formulations [39, 44, 45]. Time is typically discretized into
one-hour or longer intervals that correspond with prices from DAM or time-of-day pricing schemes
in one-day or one-week planning horizons [43]. All of these modeling approaches assume steady-
state operation and thus neglect process dynamics. Although this is a reasonable assumption for
participation in DAM, dynamics are essential for ancillary services operating at faster timescales. As
such, multiscale modeling approaches are becoming increasingly relevant.

Different approaches have been proposed to incorporate process dynamics into production schedul-
ing models, with cryogenic air separation units (ASUs) being one of the most relevant applica-
tions [10, 34, 44, 45]. These systems produce purified oxygen, nitrogen, and argon by distillation
with two or three mass and heat integrated columns. The separation is energy intensive due to the
refrigeration needs, with compressor electrical loads reaching levels of up to 100 MW for large sys-
tems. As such, important economic opportunities from RTM and FR markets are available for these
systems. Unfortunately, it is a common perception in the chemical industry that systems exhibiting
slow dynamics such as ASUs (time constants on the order of several hours) are not suitable for RTM
and FR markets because they will not be able to track fast-varying dispatch signals. The majority of
ancillary service capacity, however, is in fact provided by large equipment units such as aluminum
smelters [46, 47] and electric arc furnaces [48]. This is because these systems can tolerate fast variations
in electrical energy input with negligible impact on product quality. In other words, in these systems
FR signals are treated as disturbances and not as tracking signals.

An increasing share of ancillary service capacity is provided by energy storage technologies, such
as batteries, that can provide power within less than a second [22]. Because the flexibility of these
systems is well known, literature focuses on bidding strategies under uncertainty and simultaneous
 provision of multiple products. To this effect, we recently proposed an optimization framework for
participation in multiple product markets (energy and ancillary services) at multiple timescales (day-
ahead and real-time) [19]. Several recent studies explore providing ancillary services from building
heat and cooling systems [7, 25, 49, 50]. In one study, Lin et al [29] demonstrate the feasibility of
modulating fan power consumption at fast frequencies (10\(^{-2}\) to 10\(^{-3}\) Hz) to provide FR capacity
while not disturbing chiller operation (10\(^{-4}\) Hz and slower). A recent study has also explored the
possibility of coordinating millions of pool pumps in Florida to provide FR capacity at a large scale
[30].

In this work, we explore the ability of traditional chemical processes such as distillation towers,
pipelines, and cooling towers to also participate in frequency regulation markets by exploiting flexi-
bility from mechanical equipment, pumps, fans, electric heaters, or steam supply (from CHP genera-
tion). The withstanding question is, however, to what extent can chemical processes tolerate high-frequency
electrical load fluctuations. In order to address this question, we use classical frequency domain anal-
ysis techniques to characterize the harmonic content of FR signals and to analyze the impact of such
harmonics on the response of dynamical systems. The results illustrate that systems with slow dy-
namics, as thus found in large chemical processes, are suitable to provide FR capacity because they
can naturally damp the dominant high-frequency harmonic content of FR signals. We also propose simple and rigorous data-driven strategies to quantify the maximum amount FR capacity that can be provided by a given system given its dynamic characteristics, its control structure, and FR dispatch signals. A simple first-order system and a distillation case study demonstrate that enormous economic potential exists for large industrial systems.

The paper is organized as follows. Section 2 reviews classical frequency domain analysis techniques to analyze the response of a given dynamical system to harmonic signals. Section 3 analyzes the frequency spectrum of FR signals and prices from historical data from ERCOT and CAISO markets. Section 4 presents an optimization formulation to determine the maximum FR capacity that a given dynamical system can provide. Section 5 provides case studies to illustrate the concepts while Section 6 outlines conclusions and future work.

2 Frequency Domain Analysis

We begin by analyzing the response of a dynamical system to harmonic signals. We use the following scalar system in the frequency domain:

$$y(j\omega) = H(j\omega)d(j\omega)$$  (2.1)

where $\omega \in \mathbb{R}$ is the frequency, $j := \sqrt{-1} \in \mathbb{C}$, $d(j\omega) \in \mathbb{C}$ is the input disturbance, $y(j\omega) \in \mathbb{C}$ is the output, and $H : \mathbb{C} \to \mathbb{C}$ is the transfer function. We recall that the transfer function can be expressed as a phasor $H(j\omega) = |H(j\omega)|e^{j\angle H(j\omega)}$ or in rectangular form $H(j\omega) = \Re H(j\omega) + j \cdot \Im H(j\omega)$. It is well-known that the response of a stable system $H(j\omega)$ (i.e., with stable poles) to a sinusoidal input settles at a sinusoidal steady-state known as the ultimate period response (UPR) [5,16]. To see this, we recall that the ultimate system response can be expressed in the time domain by using the convolution form:

$$\hat{y}(t) = \int_{0}^{\infty} h(\tau)d(t - \tau)d\tau$$  (2.2)

where $h : \mathbb{R} \to \mathbb{R}$ is the inverse Laplace transform of $H(\cdot)$. If we define $d(t) = A \cdot \sin(\omega t)$ (where $A \in \mathbb{R}$ is the amplitude of the input signal) and recall from Euler’s identities that $\sin(\omega t) = \frac{1}{2j}(e^{j\omega t} - e^{-j\omega t})$,
we can establish that:

\[
\hat{y}(t) = \int_{0}^{\infty} h(\tau)A \sin(\omega(t - \tau))d\tau \\
= \frac{A}{2j} \int_{0}^{\infty} h(\tau)(e^{j\omega t} - e^{-j\omega t})d\tau \\
= \frac{A}{2j} \int_{0}^{\infty} h(\tau)e^{j\omega t} - \frac{A}{2j} \int_{0}^{\infty} h(\tau)e^{-j\omega t}d\tau \\
= \frac{A}{2j} e^{j\omega t}H(j\omega) - \frac{A}{2j} e^{-j\omega t}H(-j\omega) \\
= \frac{A}{2j} e^{j\omega t} (\Re H(j\omega) + j\Im H(j\omega)) - \frac{A}{2j} e^{-j\omega t} (\Re H - j\Im H(j\omega)) \\
= \frac{A}{2j} \Re H(e^{j\omega t} - e^{-j\omega t}) + \frac{A}{2} \Im H(e^{j\omega t} + e^{-j\omega t}) \\
= A \Re H \sin(\omega t) + A \Im H \cos(\omega t) \\
= A |H(j\omega)| \sin(\omega t + \angle H(j\omega)) \\
\]

In other words, the UPR is a sinusoidal response with amplitude \(A|H(j\omega)|\) and phase \(\angle H(j\omega)\). Similarly, if we define the disturbance signal \(d(t) = A \cdot \cos(\omega t)\) and recall that \(\cos(\omega t) = \frac{1}{2}(e^{j\omega t} + e^{-j\omega t})\), we can establish that:

\[
\hat{y}(t) = \int_{0}^{\infty} h(\tau)A \cos(\omega(t - \tau))d\tau \\
= A \int_{0}^{\infty} h(\tau)(e^{j\omega t} + e^{-j\omega t})d\tau \\
= A \int_{0}^{\infty} h(\tau)e^{j\omega t} + \frac{A}{2} \int_{0}^{\infty} h(\tau)e^{-j\omega t}d\tau \\
= \frac{A}{2} e^{j\omega t}H(j\omega) + \frac{A}{2} e^{-j\omega t}H(-j\omega) \\
= \frac{A}{2} e^{j\omega t} (\Re H(j\omega) + j\Im H(j\omega)) + \frac{A}{2} e^{-j\omega t} (\Re H - j\Im H(j\omega)) \\
= \frac{A}{2} \Re H(e^{j\omega t} + e^{-j\omega t}) + \frac{A}{2} j\Im H(e^{j\omega t} - e^{-j\omega t}) \\
= A \Re H \cos(\omega t) - A \Im H \sin(\omega t) \\
= A |H(j\omega)| \cos(\omega t + \angle H(j\omega)) \\
\]

For any disturbance signal of the form

\[
d(t) = \sum_{k=0}^{N} (A_{k} \sin(\omega_{k}t) + B_{k} \cos(\omega_{k}t)), \tag{2.3}
\]

where \(A_{k} \in \mathbb{R}\) and \(B_{k} \in \mathbb{R}\) are the amplitude coefficients corresponding to frequency \(\omega_{k} \in \mathbb{R}\), we have that the UPR is given by:

\[
\hat{y}(t) = \sum_{k=0}^{N} |H(j\omega_{k})| (A_{k} \sin(\omega_{k}t + \angle H(j\omega_{k})) + B_{k} \cos(\omega_{k}t + \angle H(j\omega_{k}))). \tag{2.4}
\]
Consequently, the UPR can be expressed as a sum of harmonics covering a given frequency spectrum.

For a first-order system of the form \( H(j\omega_k) = \frac{K}{\tau(j\omega_k)^2 + 1} \), with gain \( K \in \mathbb{R} \) and time constant \( \tau \in \mathbb{R}_+ \), we have that:

\[
|H(j\omega_k)| = \frac{|K|}{\sqrt{(\omega_k\tau)^2 + 1}} \quad (2.5a)
\]

\[
\angle H(j\omega_k) = -\tan^{-1}\omega_k\tau. \quad (2.5b)
\]

We can thus see that for a system with fast dynamics (i.e., \( \tau \to 0 \)) we have that \( |H(j\omega_k)| \to |K| \) while for a system with slow dynamics (i.e., \( \tau \to \infty \)) we have \( |H(j\omega_k)| \to 0 \). In other words, as the system becomes slower, it naturally damp the disturbance signal (the amplitude of the UPR becomes smaller).

If we interpret the origin as a given reference steady-state, this indicates that a slower system will exhibit small deviations from the reference point even in the face of a strong disturbance signal. We also note that a system with a given time constant \( \tau \) is strongly affected by frequencies \( \omega_k \) smaller than \( O(\tau^{-1}) \). Consequently, if \( \tau \) is large (say \( O(10) \)) and the harmonic content of a disturbance signal is dominated by frequencies larger than \( O(\tau^{-1}) \) (measured in terms of the magnitude coefficients \( A_k \) and \( B_k \)), we can expect the dynamical system to be rather insensitive to the disturbance. These concepts are illustrated in Figure 3, where we present the UPR of a first-order system with two different time constants (\( \tau = 1 \) and \( \tau = 10 \)) to a disturbance composed of two harmonics (\( \omega_1 = 1 \) and \( \omega_1 = 10 \)).

Note that the slower system with \( \tau = 10 \) damps the harmonics more strongly.

![Figure 3: UPR for a fast and slow first-order system.](image)

3 Analysis of Market Data

ISOs generate and disclose enormous amounts of market data. For example, CAISO generates over 1 trillion price data points each year, all of which are available through oasis.caiso.com. This data volume reflects the underlying complexity of market operations. In particular, energy prices are
set at three timescales (1-hour, 15-min, 5-min intervals) and vary spatially due to the transmission
network topology. The CAISO system contains over 8,000 nodes and each node has three locational
marginal prices for energy at every instance in time (one for each market layer). In contrast, ancillary
service prices are often set for a few regions (hubs) or are spatially uniform for the entire network.
In addition to prices, ISOs often release aggregate bid data, network information (nodes type, name,
GPS coordinates), and historical FR dispatch signals. As we show next, when combined with system
engineering techniques, these datasets can offer valuable insights for industrial market participants
on economic potential of market participation and for ISOs on incentives provided by market signals.

To identify the potential of an industrial dynamical system to participate in electricity markets, we
begin by identifying the dominant timescales in the market signals. To do this, we represent market
price signals, \( \pi(t) \), using Fourier expansions of the form:

\[
\pi(t) = \sum_{k=0}^{N} A_k \sin(\omega_k t) + B_k \cos(\omega_k t),
\]

(3.6)

The magnitude of the corresponding frequency domain signal at frequency \( \omega_k \) is given by:

\[
|\pi(j\omega_k)| = \sqrt{A_k^2 + B_k^2}.
\]

(3.7)

Figure 4 shows the frequency spectrum of historical IFM, FFM, and RTPD energy prices near Daggett,
CA in 2015. We have found that, in all three markets, 97% of the total signal magnitude (given by \( \sum_{k=0}^{N} |\pi(j\omega_k)| \)) arises from frequencies larger than \( 10^{-5} \) Hz (which correspond to day-to-day vari-
ations). Most notably, 60% of the total magnitude of IFM price signal (15-min price intervals) and
95% of the total magnitude of the RTPD price signal (5-min price interval) arises from frequencies
smaller than \( 10^{-4} \)Hz (which corresponds to 2.75 hour periods). This illustrates that industrial sys-
tems seeking to participate in these energy markets must be capable of adjusting electrical loads at
similar timescales.

Industrial systems seeking to provide FR capacity must also be concerned with dynamics of the
FR dispatch signal. ERCOT currently discloses historical FR dispatch signals for the first eleven days
of each month from July 2015 to June 2016\(^1\). These datasets include the system-wide dispatch sig-
nal and the total available FR capacity (both in MW) for regulation up and down products. We use
\( \beta_+(t) \geq 0 \) and \( \beta_-(t) \geq 0 \) to represent the regulation up (RU) and regulation down (RD) dispatch sig-
nals, respectively, which are expressed as a fraction of the available capacity. Note that these signals
are mutually exclusive (i.e., \( \beta_+(t) \cdot \beta_-(t) = 0 \)). Similar to the price signals, the harmonic content of
the total FR dispatch signal \( \beta(t) = \beta_+(t) - \beta_-(t) \) can be obtained by using a Fourier expansion. Figure
5 shows the FR signal for ERCOT in year 2016 both as a time series and decomposed into its har-
monic components. This ISO updates individual resource electrical power set-points every 4 seconds
(0.25 Hz). We have found that approximately 70% of the total magnitude of the FR dispatch signal arises
from frequencies between \( 10^{-2} \) Hz (1.7 min period) and \( 10^{-4} \) Hz (16.7 min period). This indicates that, in
principle, chemical processes can absorb most of the harmonic content of FR dispatch signals because equipment
usually have time constants on the order of minutes to hours. Moreover, industrial systems

\(^1\)http://www.ercot.com/mktrules/pilots/frrs
Figure 4: Frequency spectrum for CAISO energy prices near Daggett, CA in 2015.

are usually equipped with robust control architectures (e.g., real-time optimization, model predictive control, and regulatory control) that are designed to suppress a wide variety of disturbances.

A key question is whether mileage payments are important in FR markets. Recall that resources providing FR are compensated for both capacity (size of the flexibility band) and mileage. The latter accounts for the variability of the FR dispatch signal. Table 1 shows regulation capacities prices, mileage amounts, mileage prices, and mileage revenues for the CAISO DAM market (1-hour intervals). CAISO only releases the average mileage for each hour per unit of FR capacity. Using these data, we compute the anticipated revenue from mileage. Table 1 reports quantiles to summarize the distributions of each quantity over the year. We see that, between the 0.0 to 0.6 quantiles, mileage revenue is less than 3% of the overall capacity revenue. At the highest prices and mileage dispatch (1.0 quantile), mileage revenues become significant. These results indicate that neglecting mileage payments will not incur a large penalty. It is important to highlight, however, that this conclusion is based on the average mileage allocation.
Figure 5: System-wide FR dispatch signals and spectrum for ERCOT for June 1st-11th, 2016.
Table 1: Summary of FR capacity and mileage prices in CAISO during 2015. RD and RU stand for regulation down and up, respectively. Data obtained from oasis.caiso.com.

<table>
<thead>
<tr>
<th></th>
<th>Quantile</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD Capacity Price</td>
<td></td>
<td>0.0</td>
<td>1.74</td>
<td>2.62</td>
<td>3.27</td>
<td>3.91</td>
<td>58.88</td>
</tr>
<tr>
<td>RD Miles Amount</td>
<td></td>
<td>0.0</td>
<td>2.07</td>
<td>3.9</td>
<td>5.74</td>
<td>8.53</td>
<td>32.68</td>
</tr>
<tr>
<td>RD Miles Price</td>
<td></td>
<td>0.0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.1</td>
<td>6.83</td>
</tr>
<tr>
<td>RD Miles Revenue</td>
<td></td>
<td>0.0</td>
<td>0.02</td>
<td>0.06</td>
<td>0.1</td>
<td>0.44</td>
<td>12.56</td>
</tr>
<tr>
<td>RU Capacity Price</td>
<td></td>
<td>0.0</td>
<td>1.55</td>
<td>2.23</td>
<td>3.99</td>
<td>7.84</td>
<td>55.24</td>
</tr>
<tr>
<td>RU Miles Amount</td>
<td></td>
<td>0.0</td>
<td>0.25</td>
<td>0.97</td>
<td>2.53</td>
<td>4.75</td>
<td>30.99</td>
</tr>
<tr>
<td>RU Miles Price</td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.01</td>
<td>37.26</td>
</tr>
<tr>
<td>RU Miles Revenue</td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.02</td>
<td>0.06</td>
<td>92.62</td>
</tr>
</tbody>
</table>
4 Optimal Frequency Regulation Provision

Our goal is to quantify the maximum amount of FR capacity that a system can provide in order to maximize FR revenue while maintaining operational constraints (safety bounds, set-point deviations, product quality, wear-and-tear, and so on). We do this by posing an optimization problem of the form:

\[
\begin{align*}
\min_{r_+(\cdot), r_-(\cdot), u(\cdot)} & \quad \int_T \phi(z(t), u(t), d(t))dt \\
\text{s.t.} & \quad \dot{z}(t) = f(z(t), u(t), d(t)), \quad t \in T \\
& \quad y(t) = h(z(t)), \quad t \in T \\
& \quad g(z(t), y(t), u(t)) \leq 0, \quad t \in T \\
& \quad d(t) = r_+(t)\beta_+(t) - r_-(t)\beta_-(t), \quad t \in T \\
& \quad 0 \leq r_+(t), r_-(t) \leq \alpha, \quad t \in T.
\end{align*}
\]

(4.8a)

(4.8b)

(4.8c)

(4.8d)

(4.8e)

(4.8f)

where \( T \) is the time domain, \( z(t) \in \mathbb{R}^{n_z} \) are the states at time \( t \), \( y(t) \in \mathbb{R}^{n_y} \) represents the outputs, \( u(t) \) are the controls, and \( d(t) \) are the disturbances. We highlight that this formulation is general and considers multivariable dynamical systems and, for simplicity, we assume that the only disturbance is the FR dispatch signal. The constraints (4.8d) capture operational limits; for instance, an operator might be interested in imposing constraints on the maximum deviation of a system output \( y(t) \) from a given desired steady-state \( \bar{y} \) of the form:

\[
\|y(t) - \bar{y}\| \leq \epsilon, \quad t \in T,
\]

(4.9)

where \( \epsilon \in \mathbb{R}_+ \) is a flexibility margin that measures the maximum allowable deviation (where \( \| \cdot \| \) is any suitable norm). The FR dispatch signal \( d(t) \) is decomposed into its FR up component \( \beta_+(t) \in \mathbb{R}_+ \) and its FR down component \( \beta_-(t) \in \mathbb{R}_+ \). Although the harmonic content of the FR signal is fixed, the operator can manipulate its magnitude by adjusting the amount of FR up and down capacity provided to the market, which is represented by the variables \( r_+(t) \in \mathbb{R}_+ \) and \( r_-(t) \in \mathbb{R}_+ \). These capacities are bounded by the parameter \( \alpha \in \mathbb{R}_+ \). The objective function \( \phi(\cdot) \) captures revenue from the FR market and other operational costs. The revenue collected from FR capacity is simply

\[
\int_T (\pi_+(t)r_+(t) + \pi_-(t)r_-(t))dt
\]

where \( \pi_+(\cdot), \pi_-(\cdot) \) are the prices for regulation up and down capacity, respectively. The prices \( \pi_+(t), \pi_-(t) \) and capacities \( r_+(t), r_-(t) \) are piece-wise (zero-hold) trajectories where the length of the zero-hold period is one hour. The FR revenue can also potentially capture mileage payments but we do not explore this aspect in this work because FR capacity is the most dominant revenue item.

In summary, the goal of the proposed optimization formulation is to determine optimal trajectories \( r_+(t), r_-(t), u(t), t \in T \) that maximize the system economic objective function while satisfying the constraints. Note that \( d(\cdot) \) acts as a disturbance and the system is remunerated for its ability to counteract such disturbance by using the controls \( u(\cdot) \). Consequently, the more flexibility the control system has to counteract disturbances, the more FR revenue that can potentially be collected.
5 Case Studies

5.1 First-Order System

We first illustrate some of the concepts discussed by using an open-loop first-order system. This seeks to highlight the interplay between the system dynamics, process flexibility, and FR revenue. This analysis also gives a quick approach to estimate the FR revenue for a given first-order system. A more sophisticated procedure for general dynamical systems is presented in Section 5.2.

Consider an input signal of the form \( d(t) = r \cdot A \cdot \sin(\omega t) \), where \( \omega \) and \( A \) are known parameters that denote the frequency and amplitude of the FR signal. The ISO pays the industrial facility for the FR capacity \( r \in \mathbb{R}_+ \) at price \( \pi \in \mathbb{R}_+ \) (same price for FR up and down capacity). We thus seek to find \( r \) that maximizes the revenue \( \phi(r) = \pi \cdot r \) while keeping the magnitude of the UPR bounded as \( r \cdot A \cdot |H(j\omega)| \leq \epsilon \). Here, \( \epsilon \) is a flexibility margin that captures the maximum allowable deviation from a given steady-state. Since the UPR is symmetric and periodic, the UPR bound can also be written in the time domain as \( \max_{t \in U} |\hat{y}(t) - \bar{y}| \leq \epsilon \), where \( \hat{y}(t) \) is the UPR and \( U \) is the period of oscillation of the UPR.

The FR revenue maximization problem can thus be written as:

\[
\max_r \quad \pi \cdot r \\
\text{s.t.} \quad \frac{r \cdot A \cdot |K|}{\sqrt{(\omega \tau)^2 + 1}} \leq \epsilon. \tag{5.11}
\]

Since \( r \) enters linearly in the objective and the constraint, the constraint is always active and we have that the optimal FR capacity provision is:

\[
r^* = \frac{\epsilon \cdot \sqrt{(\omega \tau)^2 + 1}}{A \cdot |K|}. \tag{5.12}
\]

Consequently, the optimal revenue is:

\[
\phi(r^*) = \frac{\pi \cdot \epsilon \cdot \sqrt{(\omega \tau)^2 + 1}}{A \cdot |K|}. \tag{5.13}
\]

As expected, the optimal revenue increases with increasing \( \tau \), decreases with increasing \( |K| \), and increases with increasing flexibility margin \( \epsilon \). We express the optimal revenue as an implicit function of the flexibility \( r^*(\epsilon) \) and we let \( \alpha \) represent the maximum possible (ideal) FR capacity that can be collected by the system. The bound \( \alpha \) is dictated by the system physical limits, such as the maximum electric load that it can use. Applying this bound to (5.12) gives the optimal FR capacity:

\[
r^*(\epsilon) = \min \left( \frac{\epsilon \cdot \sqrt{(\omega \tau)^2 + 1}}{A \cdot |K|}, \alpha \right). \tag{5.14}
\]

Note that, without this bound, (5.12) has the property that, as \( A \to 0 \), the system can provide unbounded FR capacity (i.e., \( r^*(\epsilon) \to \infty \)). This gives unrealistic revenues for hours with small (or no) FR dispatch. In contrast, (5.14) predicts \( r^*(\epsilon) \to \alpha \) as \( A \to 0 \). It is convenient to express the FR capacity scaled by \( \alpha \):

\[
\hat{r}^*(\epsilon) = \frac{r^*(\epsilon)}{\alpha}. \tag{5.15}
\]
which indicates the fraction of available FR capacity that can be utilized. When \( \hat{r}^*(\epsilon) < 1 \), system
dynamics limit participation in FR markets.

The optimal FR capacity can also be expressed as:

\[
\hat{r}^*(\epsilon) = \min \left( \frac{\epsilon}{\alpha \cdot \max_{t \in U} |\hat{y}(t) - \bar{y}|}, 1 \right).
\]

This representation is useful to evaluate FR revenues in the presence of more general FR dispatch
signals that are composed of many frequencies such as (2.3). In particular, one can show that the
maximum deviation of the UPR from steady-state is bounded as:

\[
\max_{t \in U} |\hat{y}(t) - \bar{y}| \leq |K| \sum_{k=0}^N \frac{\sqrt{A_k^2 + B_k^2}}{\sqrt{(\omega_k \tau)^2 + 1}}.
\]

By combining (5.16) and (5.17), we can obtain an estimate of the optimal FR provision as:

\[
\hat{r}^*(\epsilon) \approx \min \left( \frac{\hat{\epsilon}}{\sum_{k=0}^N \sqrt{A_k^2 + B_k^2}}, 1 \right),
\]

where we define the dimensionless flexibility margin:

\[
\hat{\epsilon} = \frac{\epsilon}{|K| \cdot \alpha}.
\]

We note that this optimal FR provision estimate (5.18) can be computed explicitly (without any dy-
namic simulations) by using the spectrum information of the FR signal and the parameters of the
first-order system. One can compute an exact estimate of the optimal FR provision by explicitly
computing the bound \( \max_{t \in U} |\hat{y}(t) - \bar{y}| \) through simulation of the UPR \( \hat{y}(t) \) over \( U \). This approach,
however, is computationally more expensive.

We use the FR provision estimate (5.18) to derive quick estimates of FR revenue for different first-
order systems using historical market data from ERCOT. The dynamical system is fully characterized
by the time constant \( \tau \) and the dimensionless flexibility \( \hat{\epsilon} \). We apply a Fourier expansion of the FR
signal to obtain \( A_k, B_k \) and \( \omega_k \). For each hour in the data set, the FR revenue is computed from the
provision estimate (5.18) and the prices \( \pi_+(t), \pi_-(t) \) from ERCOT. For hours with \( \beta_+(t) - \beta_-(t) = 0 \),
we define \( \hat{r}^* = 1 \). The results are presented in Figure 6. For a given time constant \( \tau \), the average
hourly FR capacity provision approaches one as the flexibility \( \hat{\epsilon} \) increases, as expected. The diminishing
returns are explained by the variation in FR dispatch from hour-to-hour. As the flexibility budget
\( \hat{\epsilon} \) increases, \( \hat{r}^*(\hat{\epsilon}) \) reaches the saturation point. For a given flexibility budget \( \hat{\epsilon} \), slower systems (those
with larger \( \tau \)) can provide greater FR capacity. This is because the amplitude of the UPR approaches
zero as \( \tau \to \infty \). From Figure 6 we can also see that annual revenues predicted can reach up to $140,000
for a system providing a single MW of FR capacity.
Figure 6: FR capacity allocations and revenues for first-order systems in ERCOT.

5.2 Water-Methanol Distillation System

Previous studies reported in the literature have focused on providing FR services using energy systems with fast dynamics and large flexibility margins such as batteries, arc furnaces, aluminum smelters, buildings, pumps, and so on. We argue that many other energy-intensive unit opera-
tions having slow dynamics can also be used for providing FR capacity. To see this, we consider the distillation column system for an experimental binary water-methanol separation from Wood and Berry [41]:

\[
\begin{bmatrix}
  x_D(j\omega) \\
  x_B(j\omega)
\end{bmatrix} = \begin{bmatrix}
  12.8e^{-3j\omega} & -18.9e^{-3j\omega} \\
  16.7(j\omega)+1 & 21.0(j\omega)+1 \\
  -6.6e^{-7j\omega} & -19.4e^{-3j\omega} \\
  10.9(j\omega)+1 & 14.4(j\omega)+1
\end{bmatrix} \begin{bmatrix}
  R(j\omega) \\
  S(j\omega)
\end{bmatrix}
\]  

(5.20)

The outputs \(x_D(\cdot)\) and \(x_B(\cdot)\) are the distillate and bottoms compositions (in wt% methanol), respectively. The input variables \(R(\cdot)\) and \(S(\cdot)\) are the reflux and steam flow rates (in lb/min), respectively. The time constants are expressed in minutes and we thus highlight that the system has a relatively slow response. The transfer functions (5.20) are built around deviations using the steady-state reference point \(x_D = 96.0, x_B = 0.5, R = 1.95, S = 1.71\). We assume that the distillation system provides FR capacity by allowing variations in the input energy (steam) flow rate \(S\). Consequently, the steam flow rate is treated as a disturbance. This can be realized in practice by either using an electric reboiler or by providing FR from a utility plant that supplies the steam. In the latter case, adjusting the electricity output of the utility plant to track the FR signal would also result in variations in steam flow rate that need to be absorbed by the distillation system. Wood and Berry report that the steam supply for their column is at 233.0 °F. Assuming that only the latent heat of vaporization is used, a 1.0 lb/min change in \(S\) is equivalent to a change of 956.6 Btu/min or 16.82 kW in the input energy flow rate. This is important, as hourly regulation prices are reported in $ / MW. We set the FR capacity to \(\alpha = 11.5\) kW, which corresponds to a 40% deviation from the steady-state steam flow rate.

### 5.2.1 UPR Analysis Approach

In order to apply the previous analysis for linear systems, we neglect the time delay, and focus solely on the transfer functions relating \(S\) to \(x_D\) and \(x_B\), and convert the units:

\[
x_D(j\omega) = \frac{K_D}{\tau_D(j\omega) + 1}, \quad x_B(j\omega) = \frac{K_B}{\tau_B(j\omega) + 1}
\]  

(5.21)

where \(K_D = -1.12\) wt% per kW, \(\tau_D = 1.26 \times 10^3\) sec, \(K_B = -1.15\) wt% per kW, \(\tau_B = 8.64 \times 10^2\) sec. We also highlight that the column is bench-scale with a nominal reboiler duty of 28.8 kW. Figure 6 provides an estimate of potential FR market revenues obtained by using (5.18) on each individual transfer function separately (neglecting variable interactions). We begin by considering a flexibility margin of \(\epsilon = 1.0\) wt%, which corresponds to \(\hat{\epsilon} \approx 10^{-1}\). Figure 6 predicts revenues near 80 $/kW. Table 2 shows results resulting from re-evaluating (5.18) with precise values for \(\hat{\epsilon}\) corresponding to the distillation system. Figure 7 shows the results along with three cases (labelled as A, B, and C) from Table 2. For \(x_D\), we see that an order of magnitude change in the flexibility \(\epsilon\) (from 0.1 to 1.0 wt%) results in and order of magnitude change in revenues (8.6 to 83.3 $/kW).

Figure 2 also offers interesting insights that can be used to guide the design of the distillation system. Consider the goal of capturing revenues of 127.5 $/ KW (which is 90% of available market revenues). With a flexibility of \(\epsilon = 1.0\) wt% and \(K_D\) fixed, the time constant \(\tau_D\) would need to be doubled. This can potentially be achieved by increasing material hold-ups. Alternatively, with \(\tau_D\) fixed, \(K_D\) would need to be halved or \(\epsilon\) would need to be doubled to 2.0 wt% to meet the 90% revenue goal.
Table 2: Revenue estimates for distillation system from UPR analysis with historical ERCOT data.

<table>
<thead>
<tr>
<th>Case</th>
<th>Variable</th>
<th>$\epsilon$</th>
<th>$\dot{\epsilon}$</th>
<th>Avg. FR Capacity</th>
<th>Annual Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$x_D$</td>
<td>0.1 wt%</td>
<td>$7.7 \times 10^{-3}$</td>
<td>6.2%</td>
<td>8.62 $/kW$</td>
</tr>
<tr>
<td>B</td>
<td>$x_D$</td>
<td>1.0 wt%</td>
<td>$7.7 \times 10^{-2}$</td>
<td>59.8%</td>
<td>83.34 $/kW$</td>
</tr>
<tr>
<td>C</td>
<td>$x_B$</td>
<td>0.1 wt%</td>
<td>$7.5 \times 10^{-3}$</td>
<td>4.2%</td>
<td>6.03 $/kW$</td>
</tr>
</tbody>
</table>

5.2.2 Optimization Approach

The UPR method provides rough estimates of potential FR revenue but is limited in that: (a) it considers flexibility budgets $\dot{\epsilon}$ in only one variable at a time (assuming decoupled dynamics), (b) it considers only open-loop responses (i.e., the reflux flow rate $R$ is not used to counteract disturbances in the steam flow rate $S$), (c) the analysis uses the UPR trajectory to compute the regulation capacity but the system may not have enough time to settle, and (d) the formulation requires a prior specification of the ratio of FR up and down capacity provisions. To overcome these limitations, we use the more general optimization formulation (4.8). We consider a horizon of one hour (which matches pricing and bidding mechanisms for most day-ahead markets). The dynamics (4.8b) are discretized with four second timesteps to match the FR dispatch signal update rates. For the implementation of (5.20) in the time domain, we use a state-space representation of the form:
Figure 7: Optimal FR capacity provisions and revenues for distillation system (5.21) using UPR approach. Labels A, B, and C correspond to the cases in Table 2.
\[ z(t) = A \ z(t-1) + B \begin{bmatrix} R(t) \\ S(t) \end{bmatrix}, \]
\[ y(t) = \begin{bmatrix} x_D(t) \\ x_B(t) \end{bmatrix} = C \ z(t), \]

\[ A = \begin{bmatrix} 0.99602 & 0 & 0 & 0 \\ 0 & 0.9939 & 0 & 0 \\ 0 & 0 & 0.99683 & 0 \\ 0 & 0 & 0 & 0.99538 \end{bmatrix}, \]
\[ B = \begin{bmatrix} 0.066534 & 0 \\ 0.066463 & 0 \\ 0 & 0.066561 \end{bmatrix}, \]
\[ C = \begin{bmatrix} 0.76647 & 0 & -0.9 & 0 \\ 0 & 0.6055 & 0 & -1.3472 \end{bmatrix}. \]

The optimal FR capacity provision for a given hour is obtained by solving the discrete-time optimization problem:

\[
\max_{\bar{S}, r_{-}, r_{+}, R} \quad r_{+} \cdot \pi_{+} + r_{-} \cdot \pi_{-} + \rho \sum_{t \in T} |R(t) - R(t-1)|
\]

subject to:

\[
z(t) = A z(t-1) + B \begin{bmatrix} R(t) \\ S(t) \end{bmatrix}, \quad t \in T, \tag{5.23b}
\]
\[ y(t) = C z(t), \quad t \in T, \tag{5.23c}
\]
\[ S(t) = r_{+} \beta_{+}(t) - r_{-} \beta_{-}(t) + \bar{S}, \quad t \in T, \tag{5.23d}
\]
\[ \underline{\epsilon} \leq y(t) \leq \bar{\epsilon}, \quad t \in T, \tag{5.23e}
\]
\[ |R(t)| \leq \delta, \quad t \in T, \tag{5.23f}
\]
\[ 0 \leq r_{+}, r_{-} \leq \alpha. \tag{5.23g}
\]

The decision variables include the FR down capacity \( r_{-} \), FR up capacity \( r_{+} \), the steam flow rate offset \( \bar{S} \), and the reflux flow rate \( R(t) \) for \( t \in T \). The objective includes a term to penalize changes in the reflux flow rate to encourage gradual control actions and prevent wear-and-tear effects. Input parameters include the FR down and up prices \( (\pi_{-} \text{ and } \pi_{+}) \), objective penalty \( (\rho = 10^{-5}) \), and FR up and down dispatch signals at each time step \( (\beta_{-}(t) \text{ and } \beta_{+}(t)) \). To improve scaling, the variables \( S \), \( r_{-}, r_{+} \), and \( \alpha \) are expressed in lb/min in (5.23). A one-hour horizon includes \( T=900 \) time steps (one hour discretized using four-second timesteps) and we thus define the time set \( T = \{1, \ldots, T\} \) with \( R(0) = 0 \) and \( z(0) = 0 \). Problem (5.23) contains 7,202 variables with bounds, 5,401 linear equality constraints, and 1,801 linear inequality constraints.

Figure 8 shows the optimal solution of (5.23) using market data from ERCOT, flexibility margins \( \epsilon = (-0.1, -0.1) \) and \( \bar{\epsilon} = (0.1, 0.1) \) (in wt%), a bound on the reflux flow rate of \( \delta = 0.78 \) lb/min (which
Figure 8: Results for (5.23) using ERCOT data for midnight to 1am, July 1st, 2015.
corresponds to 40% of the steady-state value) and a FR capacity bound $\alpha = 11.5$ (in kW). The dashed color lines indicate the steady-state values for each variable and the dotted black lines show bounds. For this hour, the optimal market provisions are $r^+_* = 1.2$ and $r^-_* = 3.4$ (in kW). This asymmetric FR capacity provisions stem from the higher price for FR down during this particular hour ($\pi_- = 3.98$ and $\pi_+ = 3.0$ in $$/MW$). The plots show that $x_D(t)$ and $x_B(t)$ hit their bounds, often more than once during the hour. This is because the optimizer is manipulating these profiles to maximize the FR revenues. The bounds on the steam flow rate $S(t)$ in Figure 8d are not active in this hour. We also note that the system dynamics limit capacity provisions at this hour. Moreover, as the flexibility margins $\epsilon$ and $\bar{\epsilon}$ are relaxed, the trajectories for the reflux flow rate $R(t)$ hit the bounds more often.

![Graph showing FR revenues as a function of flexibility for optimization approach.](http://zavalab.engr.wisc.edu)

**Figure 9:** FR revenues as a function of flexibility for optimization approach.

To estimate revenues for an entire year we solve problem (5.23) for each hour. Here, flexibility margins were set to $\epsilon = (-\epsilon, -0.1)$ and $\bar{\epsilon} = (\epsilon, \epsilon)$ in wt%. Figure 9 shows the results for values of $\epsilon$ from 0.1 to 1.0 wt%. The lower bound for the deviation of $x_B$ is fixed at $-0.1$ wt% to avoid negative compositions (non-physical solutions). As expected, there are strong improvements in revenues for additional flexibility. Notably, we notice that the maximum revenue predicted by the optimization approach is on the order of 140,000 $$/MW, which is consistent with that obtained with the UPR approach.

Figure 9a shows that, at $\epsilon = 0.1$ wt%, average FR capacity provisions are 26% (for up capacity) and 31% (for down capacity). By increasing the flexibility margin to $\epsilon = 1.0$ wt% provisions increase to 91% for both up and down capacities. For the same flexibility margins, total revenues span 43,000 $$/MW to 134,000 $$/MW (see Figure 9b). Interestingly, average FR provisions are almost identical for up and down products (see Figure 9a). This is surprising given than the average price for FR up capacity (10.60 $$/MW) is twice the average price from down capacity (5.57 $$/MW). Intuitively, one would expect greater sales of the more valuable product. To further analyze this contradictory result, problem (5.23) was resolved for each hour for $\epsilon = 0.5$ wt% with $r_-$ fixed to zero. With these restrictions, the optimal provisions are 83.4% for up capacity, giving 77.1 $$/kW. In contrast, the op-
timization policy without the restriction sells 67.7% of up FR capacity for 71.8 $/kW and 69.2% of
down FR capacity for 36.8 $/kW. Consequently, it is more lucrative to sell a blend of up and down
FR capacities. This suggests that, although FR down capacity is twice as valuable as up capacity, it is
also more difficult to provide. In other words, providing a unit of FR up capacity consumes a lesser
amount of the total flexibility margin. Finally, it is important to note that the average FR capacities are
nearly equal between up and down products, whereas the optimal ratio varies by hour depending
on the price and FR dispatch signal. We also highlight that flexibility bands for the distillate and
bottoms composition can potentially be expressed as average constraints, which can provide more
flexibility.

Although the maximum possible FR revenues obtained with the the UPR and optimization ap-
proaches are similar, the UPR analysis of Section 5.2.1 predicted capacity provisions between 4% and
60% with revenues between 6,000 and 83,000 $/MW, whereas the optimization approach (Section
5.2.2) predicted capacity provisions between 26% and 91% with revenues between 43,000 to 134,000
$/MW. The difference is significant and stems from the assumptions used in the UPR technique. In
particular, the UPR estimates neglect the ability to counteract the FR signal. In contrast, the optimiza-
tion approach directly computes the best possible control strategy that mitigates the FR disturbance.
To illustrate the effect of the additional flexibility gained with the control strategy, we solved (5.23)
by setting $\delta = 0$ (which fixes the control $R(t) = 0$). The results, given in Table 3, indicate that the
control system can double to triple FR revenue.

The $\delta = 0$ optimization cases facilitate direct comparison with the results of Table 2. For $\epsilon = 0.1$
wt%, UPR analysis predicts revenues of 6,000 and 8,000 $/MW, whereas the restricted optimization
approach predicts 15,500 $/MW. The difference in this case arises because the latter approach can ad-
just the blend of up and down FR capacity. For $\epsilon = 1.0$ wt%, the UPR analysis predicts revenue of 83,300
$/MW, whereas the optimization formulation yields 56,000 $/MW. This difference is because the for-
ermer (Case B) only consider bounds on the $x_D$ trajectory, whereas the latter considers bounds on both
$x_D$ and $x_B$ (including a tight lower bound on $x_B$). Consequently, the UPR approach overestimates
performance.

Because the optimization formulation is more general and flexible, it is preferred for detailed
economic assessment. On the other hand, the UPR technique can be used to quickly assess the impact
of the time constant $\tau$ and flexibility $\hat{\epsilon}$ on revenue. The UPR analysis also involves simple calculations.
For instance, all of the computations for Figure 6 required less than 5 CPU-minutes in Matlab. In
contrast, generating Figure 9 for the optimization approach required the solution of 31,690 instances
of (5.23), which took 8.5 hours for CPU time. Problem (5.23) was implemented in JuMP [20] and
solved with Gurobi 7.0.

To gain a perspective on the enormous economic potential for industrial-sized systems, we consider
the following numbers. The annual methanol demand in 2015 was of around 70 million tonne per
year, which was met by around 90 facilities world-wide\(^2\). This translates to an average methanol
production of 33,000 lb/min per plant. Scaling-up the model of Wood and Berry [41] suggests a
nominal steam demand of 800 MW for distillation in an average methanol plant. Using only 1% of this

\(^2\)http://www.methanol.org/the-methanol-industry
Table 3: Economic benefits of using reflux flow rate to counteract FR disturbance.

<table>
<thead>
<tr>
<th>Flexibility</th>
<th>Adjust Reflux R?</th>
<th>FR Capacity Up</th>
<th>Down</th>
<th>Annual Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.1$ wt%</td>
<td>No ($\delta = 0$ lb/min)</td>
<td>9.0 %</td>
<td>13.9 %</td>
<td>15.5 $/kW</td>
</tr>
<tr>
<td></td>
<td>Yes ($\delta = 0.78$ lb/min)</td>
<td>25.6 %</td>
<td>31.0 %</td>
<td>43.0 $/kW</td>
</tr>
<tr>
<td>$\epsilon = 1.0$ wt%</td>
<td>No ($\delta = 0$ lb/min)</td>
<td>31.2 %</td>
<td>40.8 %</td>
<td>56.1 $/kW</td>
</tr>
<tr>
<td></td>
<td>Yes ($\delta = 0.78$ lb/min)</td>
<td>90.7 %</td>
<td>90.6 %</td>
<td>134.5 $/kW</td>
</tr>
</tbody>
</table>

energy input for FR in each direction ($\alpha = 8$ MW) could conservatively result in revenues of $320,000$ $/year$ (computed from 40 $/kW$ / year $\times 8,000$ kW). Moreover, scaling up the production rate by a factor of $10^4$ should slow down system dynamics (increase $\tau$) and reduce the gain $K$ (whose units are wt\% per input energy). Both of these factors will increase the amount of FR capacity that can be sold. Thus the 40 $/kW$ / year estimated for the laboratory-scale column with $\epsilon = 0.1$ wt\% is likely achievable with industrial size systems with a much tighter flexibility budget, as predicted by (5.19) and Figure 6. The maximum possible revenues for 8 MW of FR up and down capacity provided by the distillation system is in the order of 1.1 million $/year$ (based on ECROT data for 2015 and 2016).

6 Conclusions and Future Directions

In this work, we have analyzed economic opportunities provided by frequency regulation (FR) markets to industrial systems. We use frequency domain analysis to highlight the dominant frequencies in FR dispatch signals and to argue that slow dynamical systems can naturally damp such frequencies. We propose a fast method to assess the FR revenue potential for open-loop dynamical systems and a more sophisticated optimization method to determine the maximum amount of FR provision that can be offered by a given industrial system while satisfying operational constraints. As part of future work, we are interested in accounting for uncertainty in prices and FR dispatch signals by using stochastic programming formulations and assessing the performance of different types of industrial-sized systems such as air separation units and cooling towers.

A limitation of implementing FR participation in industry is the potential wear and tear of actuation equipment at high frequencies [24]. Consequently, it is necessary to design control architectures in a way that they only actuate on frequency spectra that is not too damaging to equipment while allowing the damaging spectra to be absorbed through natural damping. Existing low-level controllers are currently not capable of doing this (their sampling and actuation frequencies are high). Another issue is that, at high FR provision levels, it will be necessary to update the set-point update frequency of real-time optimization layers. This will need a closer integration of real-time optimization and supervisory control layers (e.g., through economic MPC) [8, 35]. It thus thus necessary to re-think sampling, update, and actuation intervals for different levels real-time optimization, supervisory, and low-level control.
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