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Abstract We describe pyomo.dae, an open source Python-based modeling framework that enables high-level
abstract specification of optimization problems with differential and algebraic equations. The pyomo.dae

framework is integrated with the Pyomo open source algebraic modeling language, and is available at http:
//www.pyomo.org. One key feature of pyomo.dae is that it does not restrict users to standard, predefined
forms of differential equations, providing a high degree of modeling flexibility and the ability to express con-
straints that cannot be easily specified in other modeling frameworks. Other key features of pyomo.dae are the
ability to specify optimization problems with high-order differential equations and partial differential equa-
tions, defined on restricted domain types, and the ability to automatically transform high-level abstract models
into finite-dimensional algebraic problems that can be solved with off-the-shelf solvers. Moreover, pyomo.dae
users can leverage existing capabilities of Pyomo to embed differential equation models within stochastic and
integer programming models and mathematical programs with equilibrium constraint formulations. Collec-
tively, these features enable the exploration of new modeling concepts, discretization schemes, and the bench-
marking of state-of-the-art optimization solvers.
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Tool Types Non-Canonical Forms Open Source Open Language Solution Methods
ACADO [17] ODE, DAE X C++ Shooting Methods, Collocation

APMonitor [15] ODE, DAE X Collocation
GPOPSII [25] ODE, DAE Collocation
gPROMS [26] ODE, DAE, PDAE X Shooting Methods, Collocation

Optimica and JModelica.org [1] ODE, DAE X Shooting, Collocation
SOCS [6] and SOS [5] ODE,DAE Fortran Finite Difference, Collocation

TACO [21] ODE, DAE X Shooting
Tomlab PROPT [27] ODE, DAE X Collocation

pyomo.dae ODE, DAE, PDAE X X Python Finite Difference, Collocation

Table 1 Capabilities of existing tools for specifying and solving optimization problems with differential equations.

1 Introduction and Motivation

Optimization problems constrained by differential and algebraic equations (DAEs) or partial differential and
algebraic equations (PDAEs) are ubiquitous in engineering and science. Application domains include aerospace
systems, chemical reactor systems, infrastructure (water, gas, electricity, and transportation) networks, eco-
nomics and finance, robotics, and environmental engineering. Differential constraints arising in these domains
are often expressed in specific canonical forms, but more complex and exotic (non-canonical) forms such as
multi-point boundary conditions and PDAEs spanning multiple domains are not uncommon. The latter forms
cannot be expressed easily in existing modeling packages or by variational methods. Moreover, the solution
of problems with differential constraints requires sophisticated transcription (discretization) schemes that may
require the combination of different techniques and associated experimentation. These schemes are often im-
plemented manually and are thus tedious, time-consuming, and error-prone. To avoid such complications, it
is desirable to separate model abstractions from discretization schemes and to automate such schemes so that
users can experiment with alternative approaches and assess performance in a more systematic manner.

There are many approaches available to users interested in incorporating differential equations into op-
timization models. One widely used alternative is to simply apply manual discretization, expressing the re-
sulting finite-dimensional representation in an algebraic modeling language. Algebraic modeling languages
typically allow a user to represent optimization problems using a concise and natural syntax, perform limited
model checking and automatic differentiation, and provide interfaces for communicating with optimization
solvers. Well-known algebraic modeling languages include GAMS [11] and AMPL [12]. A limitation of these
tools is that they define their own proprietary syntax for representing optimization problems and are not open
source. Consequently, they have limited extensibility.

In contrast to commercial alternatives, algebraic modeling tools that are embedded in high-level program-
ming languages such as Python, Matlab, and Julia provide more flexibility to incorporate new syntax, compo-
nents, and processing capabilities. Examples of such tools include FlopC++ [18], PuLP [24], Pyomo [14], and
more recently JuMP [22]. While these algebraic modeling languages allow the user to formulate problems in
a high-level programming language, they are currently restricted in the classes of optimization problems they
can represent. Specifically, only a small subset of these tools provide syntax extensibility and processing (dis-
cretization) capabilities for differential equations. An overview of such tools and their capabilities is provided
in Table 1. This table summarizes the types of differential equations each tool can express and manipulate,
indicates whether the tool is open source, and indicates whether the tool represents models using a high-level
programming language (as opposed to a proprietary syntax). The last column of the table lists the solution
methods each tool provides to the user. As the table indicates, the new package described in this paper –
pyomo.dae – allows for representation of a broad range of differential and algebraic equation components in
optimization models, is open source and based on a widely used high-level programming language (Python),
and provides a range of discretization capabilities for solution of specified models.

Most of the existing tools that can express and solve optimization models with differential equations re-
quire users to formulate models using a proprietary language. Notable exceptions are ACADO and SOCS/-
SOS, which can be respectively used directly from C++ and Fortran. ACADO is open source and provides both
shooting and direct collocation methods for solving specified problems. However, ACADO cannot represent
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optimal control problems in non-canonical forms. While these tools provide tailored solution algorithms for
models with specific classes of differential equations, they are unable to represent and solve models which
deviate even slightly from those specific classes. APMonitor offers additional flexibility over ACADO in ex-
pressing differential equations in non-canonical forms and high-index DAE systems, and is freely accessible
via the web. However, APMonitor is not open source and uses a proprietary syntax.

Of the tools surveyed here, gPROMS is the only package that provides complete flexibility in the types of
differential equations that can be modeled, including support for PDAEs and non-canonical forms. However,
gPROMS is a commercial software. Tools such as Optimica, TACO, and Tomlab’s PROPT are extensions for the
existing programming languages and software packages Modelica, AMPL, and Matlab, respectively. None of
these tools include support for differential equations in non-canonical forms and the extensions are all based
on a proprietary syntax.

In contrast to the tools described above, pyomo.dae is a flexible and extensible tool for representing
systems of ODEs, DAEs, and PDAEs on certain domains and provides capabilities to automatically apply-
ing numerical discretization techniques for converting differential equations to algebraic equations. Using
pyomo.dae, a user may represent ordinary and partial differential equations of arbitrary order, of arbitrary
dimension, and in any form – including complex mixed partial derivatives. The pyomo.dae package is also ca-
pable of expressing and solving optimal control problems in non-canonical forms. We have based pyomo.dae

on a widely used open source algebraic modeling language, Pyomo, which in turn is written in the high-level
programming language Python.

The remainder of this paper is organized as follows. In Section 2, we provide a brief overview of Pyomo and
describe the new modeling constructs available in pyomo.dae. Then, in Section 3, we review the automatic
discretization schemes that are provided in pyomo.dae to transform dynamic models to algebraic approxi-
mations, and describe their use within Pyomo and Python. In Section 4, we detail how pyomo.dae can be
extended to support custom discretization schemes. We discuss the expression and solution of several illustra-
tive optimization problems with dynamics using pyomo.dae in Section 5. Finally, we conclude in Section 6
with a summary of pyomo.dae capabilities, our contributions to algebraic modeling languages for optimiza-
tion, and directions for future research.

2 Modeling Differential Equations Using pyomo.dae

In Section 2.1 we provide a brief overview of the Pyomo algebraic modeling language, surveying its core capa-
bilities and justifying our choice of Pyomo as the basis for our DAE and PDAE modeling and transformation
capabilities. In Section 2.2, we then describe our new modeling components, which integrate directly with and
extend the Pyomo library.

2.1 Pyomo: Background

Pyomo is an open source algebraic modeling language written in Python [14,13]. Since its introduction, Pyomo
has undergone major restructuring and extension, such that Pyomo is now stable, flexible, and widely used.
An overview of the current features of Pyomo is shown in Figure 1. Pyomo supports a wide range of prob-
lem types including Linear Programming (LP), Mixed-Integer Programming (MIP), Nonlinear Programming
(NLP), and Mixed-Integer Nonlinear Programming (MINLP). Pyomo also provides interfaces to a variety of
optimization solvers and provides automatic differentiation (AD) for NLP problems via the open source AMPL
Solver Library (ASL).

One of Pyomo’s main advantages over other algebraic modeling languages is that it is written in a high-
level programming language, Python. Consequently, a user does not have to learn a specialized modeling
language in order to formulate and solve optimization problems; a basic understanding of Python is all that
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Fig. 1 Summary of Pyomo features

is required. Models are represented using Python objects and can be formulated and manipulated in sophisti-
cated ways using simple scripts. Furthermore, Pyomo users have access to a large collection of other Python
packages which include tools for plotting, numerical and statistical analysis, and input/output. These capabil-
ities enable the development of novel algorithms, complicated model formulations, and general model trans-
formations. All of these features make Pyomo a promising platform for implementing extensions for problem
classes such as dynamic optimization.

2.2 Modeling Components for Expressing DAEs and PDAEs

One of the main constructs in any algebraic modeling language is the notion of an indexing set. Indexing
sets allow users to compactly specify related collections of parameters, variables, and constraints. In standard
algebraic modeling languages, indexing sets are assumed to be discrete. This assumption makes it challenging
to represent optimization problems with continuous domains and dynamics without first converting the model
to a discretized approximation, causing loss of information and transparency with respect to the precise nature
of the model. To address these shortcomings, the pyomo.dae library allows direct specification of continuous
domains and arbitrary derivatives, through the introduction of two new Pyomo modeling components. We
now describe these components and provide a brief overview of how they can be used to express a diverse
range of algebraic optimization models with differential equations. More details about these components can
be found in the online documentation available at http://www.pyomo.org.

2.2.1 The ContinuousSet Component

Analogous to the discrete set construct available in most algebraic modeling languages, we now introduce
the notion of a continuous set. The ContinuousSet construct allows users to represent continuous bounded
domains in an algebraic optimization model. Such domains can be interpreted as “spatial” or “time” domains,
but such interpretations are not strictly necessary. Rather, a continuous domain can represent any domain of a
function, e.g., a parameter domain.

The ContinuousSet component is similar in structure to that of Pyomo’s Set component and can be
used to index variables and constraints. Variables and constraints can be defined over an arbitrary number of
continuous domains. For instance, the expression

w(`, x, t) : ` ∈ L := {0, 1, ..., L}, t ∈ T := [0, T ], x ∈ X := [0, X] (2.1)

http://www.pyomo.org
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defines a variable w with indices ` spanning the discrete set L, such that each w(`, ·, ·) is defined over the
continuous rectangular domain T × X = [0, T ] × [0, L]. By default, a ContinuousSet will be treated as a
closed set. The code to declare variable (2.1) using pyomo.dae is shown below (assuming L, T , and X are
previously defined constants).

Listing 1 Declaring a variable over discrete and continuous domains

1 m = ConcreteModel ( )
2 m. l = RangeSet ( 0 , L )
3 m. x = ContinuousSet ( bounds =(0 , X ) )
4 m. t = ContinuousSet ( bounds =(0 , T ) )
5 m.w = Var (m. l , m. x , m. t )

A ContinuousSet must be initialized with two numeric values that specify the lower and upper bounds
of the continuous domain being represented. A user may also specify additional points in the domain that may
be communicated to a transformation method and/or solver. Such data can be used, for instance, to ensure that
a discretization mesh includes a subset of points, which in turn may be required to specify path constraints or
ensure consistency with experimental data. The following code fragment illustrates this capability:

Listing 2 Declaring continuous domains using ContinuousSet components

1 # dec lare by providing bounds
2 model . t = ContinuousSet ( bounds =(0 , 5 ) )
3 # dec lare s p e c i f i c points in domain
4 model . x = ContinuousSet ( i n i t i a l i z e =[0 , 1 , 2 . 5 , 3 . 3 , 5 ] )

A user may also declare a ContinuousSet as part of a purely abstract Pyomo model, mirroring AMPL’s
paradigm of explicitly separating model from data. Generally, most valid methods to declare and initialize a
Pyomo Set can be used to declare and initialize a ContinuousSet.

When an algebraic optimization model with DAEs and/or PDAEs is manually discretized, the indexing set
for a continuous variable typically takes the form of an arbitrary set of integers and the user is responsible for
converting each index to the desired temporal or spatial quantity. This conversion process is one of the most
common places where modeling errors occur, particularly when a more complex discretization scheme is used,
e.g., collocation on finite elements. The conversion can be particularly challenging in the case of unequally
spaced finite elements. Beyond discretization for a solver, accuracy of this conversion is crucial in visualization
and analysis of results. One of the main design strengths of the ContinuousSet component in pyomo.dae

is that this manual conversion step has been eliminated and domain scaling is done directly within the set. In
other words, the discrete points in a ContinuousSet directly capture actual floating point values from the
bounded continuous domain being represented.

The ContinuousSet component can also be used to store information from a transformation and/or
solver. For instance, if the set is discretized using a collocation method over finite elements, one can obtain
a list of the discretization points used so that the user can interrogate and manipulate the ContinuousSet
component and implement customized initializations or constraints. Examples of these capabilities are shown
below:

1 m = ConcreteModel ( )
2 m. t = ContinuousSet ( bounds =(0 , 1 0 ) )
3 m. v = Var (m. t )
4

5 # D i s c r e t i z e model using Radau C o l l o c a t i o n over f i n i t e elements
6 d i s c r e t i z e r = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
7 d i s c r e t i z e r . apply to (m, wrt=m. t , nfe =100 , ncp =3)
8

9 # Obtain a Python d i c t i o n a r y conta in ing d e t a i l s about the d i s c r e t i z a t i o n
10 # scheme t h a t has been applied to the Continuous Set
11 d i s c i n f o = m. t . g e t d i s c r e t i z a t i o n i n f o
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12

13 # Apply c o n s t r a i n t a t f i n i t e element boundary points only
14 def con (m, i ) :
15 re turn m. v [ i ] >= 0
16 m. con = Constra int (m. t . g e t f i n i t e e l e m e n t s ( ) , r u l e= con )
17

18 # Obtain the upper and lower f i n i t e element boundaries f o r
19 # i n t e r n a l c o l l o c a t i o n points
20 f o r i in m. t :
21 upper = m. t . get upper element boundary ( i )
22 lower = m. t . get lower element boundary ( i )

The ContinousSet component provides a user with a highly flexible mechanism to impose constraints
and objectives in non-standard forms. In particular, we do not impose restrictions on the number of indepen-
dent dimensions of a variable or constraint, nor do we constrain the order of appearance of continuous and
regular sets in an indexed variable or constraint. For example, we enable specifications of the following form:

w(`, x, y, z, t) : ` ∈ L, x ∈ X , y ∈ Y, z ∈ Z, t ∈ T . (2.2)

Analogous to the definition of a subset of a discrete set L̄ ⊂ L is the definition of a subset of a continuous set
T̄ ⊂ T . Here, the subset T̄ can be either discrete (with elements in [0, T ]) or continuous. Constraints involving
variables defined over a continuous set may be defined over a subset of a continuous set. For instance, if we
define X = [0, 2] and T = [1, 10], the following constraints are conceptually valid:

h(w(`, x, t)) = 0, x ∈ [0, 1], t ∈ [5, 10]

h(w(`, x, t)) = 0, x ∈ {0, 0.1, 0.5, 1}, t ∈ T

h(w(`, x, t)) = 0, x ∈ {0, 0.1, 0.5, 1}, t ∈ {2, 3, 4}.

Currently, pyomo.dae does not allow a ContinuousSet component to be defined as a subset of another
ContinuousSet. This extension is on-going work. Instead, constraints over continuous subsets can currently
be implemented using constraint skipping. Examples of declaring constraints over continuous and discrete
subsets are shown below:

Listing 3 Declaring constraints over a subset of a continuous set

1 m. xsubset = Set ( i n i t i a l i z e =[0 , 0 . 1 , 0 . 5 , 1 ] )
2 m. t s u b s e t = Set ( i n i t i a l i z e =[2 , 3 , 4 ] )
3

4 m. x = ContinuousSet ( bounds =(0 , 2 ) , i n i t i a l i z e =m. xsubset )
5 m. t = ContinuousSet ( bounds =(1 , 1 0 ) , i n i t i a l i z e =m. t s u b s e t )
6

7 def con1 (m, l , x , t ) :
8 i f x <= 1 and t >= 5 :
9 re turn m. h [ l , x , t ] == 0

10 e l s e :
11 re turn Constra int . Skip
12 m. con1 = Constra int (m. l , m. x , m. t , r u l e= con1 )
13

14 def con2 (m, l , x , t ) :
15 re turn m. h [ l , x , t ] == 0
16 m. con2 = Constra int (m. l , m. xsubset , m. t , r u l e= con2 )
17

18 def con3 (m, l , x , t ) :
19 re turn m. h [ l , x , t ] == 0
20 m. con3 = Constra int (m. l , m. xsubset , m. tsubset , r u l e= con3 )

The ability to impose constraints at discrete points allows the user to specify path and point constraints. This
in turn allows the imposition of multi-point boundary conditions including periodicity and delay constraints.
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Recirculation (cyclic) constraints are typical in chemical reactors, periodicity constraints are typical in model
predictive control, and delay constraints are typical in signal and transportation networks. Specifications of
these types of constraints take the following form:

h(w1(x, 0)) = f(w1(x, T )), x ∈ X

h(w1(x, T )) = f(w1(x, T − δ)), x ∈ X

h(w1(X, 0)) = f(w1(X/2, T/2))

where h(·) and f(·) are arbitrary functions. The constraints expressed above can be implemented as follows
assuming X and T are previously defined constants:

Listing 4 Declaring multi-point boundary conditions

1 m. d e l t a = Param ( i n i t i a l i z e =5)
2

3 m. x = ContinuousSet ( bounds =(0 , X) , i n i t i a l i z e =[X/ 2 ] )
4 m. t = ContinuousSet ( bounds =(0 , T ) , i n i t i a l i z e =[T/2 , T−m. d e l t a ] )
5

6 m. h = Expression (m. x , m. t , r u l e= a r b i t r a r y h e x p r e s s i o n )
7 m. f = Expression (m. x , m. t , r u l e= a r b i t r a r y f e x p r e s s i o n )
8

9 def con1 (m, x ) :
10 re turn m. h [ x , 0 ] == m. f [ x , T ]
11 m. con1 = Constra int (m. x , r u l e= con1 )
12

13 def con2 (m, xidx ) :
14 re turn m. h [ x , T ] == m. f [ x , T−d e l t a ]
15 m. con2 = Constra int (m. x , r u l e= con2 )
16

17 def con3 (m) :
18 re turn m. h [X , 0 ] == m. f [X/2 , T/2]
19 m. con3 = Constra int ( r u l e= con3 )

We also allow the user to impose constraints between variables and across domains. For instance, the con-
straint

h(w(`, x, T )) = f(w(`+ 1, x, 0)), x ∈ X

can be implemented as:

Listing 5 Declaring constraints across domains

1 m. l = RangeSet ( 1 , 10)
2 m. x = ContinuousSet ( bounds =(0 , X ) )
3 m. t = ContinuousSet ( bounds =(0 , T ) )
4

5 def con (m, l , x ) :
6 i f l == 1 0 :
7 re turn Constra int . Skip
8 e l s e :
9 re turn m. h [ l , x , T ] == m. f [ l +1 , x , 0 ]

10 m. con = Constra int (m. l , m. x , r u l e= con )

This feature enables the user to couple physical elements described by different sets of differential equa-
tions. For instance, multiple domains arise in the modeling and control of lithium-ion batteries, fuel cells,
buildings, and gas networks. Coupling across domains is also common in multi-stage optimal control where
the horizon is lifted into stages.

The above example illustrates that pyomo.dae provides an intuitive, straightforward syntax for formu-
lating and linking dynamic algebraic optimization models over several domains. However, we note that we



8 Bethany Nicholson, John D. Siirola, Jean-Paul Watson, Victor M. Zavala, Lorenz T. Biegler

do not make any claims concerning our ability to solve arbitrary dynamic models over continuous domains.
Rather, our tool simply allows the user to formulate their problem in a direct, high-level manner.

2.2.2 The DerivativeVar Component

The DerivativeVar component is used to declare a derivative of a standard Pyomo Var. A variable may only
be differentiated with respect to a ContinuousSet. Furthermore, the ContinuousSet must be included as
an explicit indexing set of the Var. The indexing sets of a DerivativeVar are obtained directly from the Var
it is differentiating. We also allow for specification of derivatives of arbitrary order. In the case of the variable
w(`, x, t) defined in (2.1), the derivatives

∂αw(`, x, t)

∂tα
(2.3a)

∂βw(`, x, t)

∂xβ
(2.3b)

∂α∂βw(`, x, t)

∂tα∂xβ
(2.3c)

can be imposed for α, β ∈ {1, 2, . . .}. The following code fragment illustrates the declaration of first-order,
second-order, and mixed-order derivatives. The variable being differentiated is supplied as the only positional
argument to the DerivativeVar constructor and the type of derivative is specified using the “wrt” keyword
argument (the more verbose “withrespectto” can also be used).

Listing 6 Declaring derivatives

1 m. dwdt = Derivat iveVar (m.w, wrt=m. t )
2 m. dwdx2 = Derivat iveVar (m.w, wrt =(m. x , m. x ) )
3 m. dwdxt = Derivat iveVar (m.w, wrt =(m. x , m. t ) )

We assume that a variable defined over a continuous set is sufficiently smooth, such that any defined
derivatives exist. The user is responsible for ensuring that these requirements are fulfilled. As is the case with
the ContinuousSet component, the specification syntax is agnostic to the specifics of any transformation
and/or solution method that may be employed.

Derivatives can be referenced in the body of any constraint. This is an important feature, as we do not
impose any predefined structure on differential models. This enables the expression of DAEs with complex
mass matrices or boundary conditions. For instance, consider the following constraints:

∂w(`, x, t)

∂x
= f(w(`, x, t)), ` ∈ L, x ∈ X , t ∈ T

0 =
∂w(`, x, t)

∂x
g (w(`, x, t)) , ` ∈ L, x ∈ X , t ∈ T .

The code implementing such constraints has the form:

Listing 7 Declaring constraints with derivatives

1 m. f = Expression (m. l , m. x , m. t , r u l e= a r b i t r a r y f e x p r e s s i o n )
2 m. g = Expression (m. l , m. x , m. t , r u l e= a r b i t r a r y g e x p r e s s i o n )
3

4 def con1 (m, l , x , t ) :
5 re turn m. dwdx[ l , x , t ] == m. f [ l , x , t ]
6 m. con1 = Constra int (m. l , m. x , m. t , r u l e= con1 )
7

8 def con2 (m, l , x , t ) :
9 re turn 0 == m. dwdx[ l , x , t ] ∗ m. g [ l , x , t ]

10 m. con2 = Constra int (m. l , m. x , m. t , r u l e= con2 )

The code fragment below provides a more explicit and complete example of how to specify DerivativeVar
components:
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Listing 8 Declaring derivatives using DerivativeVar components

1 model = ConcreteModel ( )
2 model . s = Set ( i n i t i a l i z e =[ ’ a ’ , ’ b ’ ] )
3 model . t = ContinuousSet ( bounds =(0 , 5 ) )
4 model . l = ContinuousSet ( bounds=(−10 , 1 0 ) )
5 model . x = Var ( model . t )
6 model . y = Var ( model . s , model . t )
7 model . z = Var ( model . t , model . l )
8

9 # Declare f i r s t d e r i v a t i v e of model . x with r e s p e c t to model . t
10 model . dxdt = Derivat iveVar ( model . x , wi threspec t to=model . t )
11

12 # Declare second d e r i v a t i v e of model . y with r e s p e c t to model . t
13 # Note t h a t t h i s Derivat iveVar w i l l be indexed by both model . s and model . t
14 model . dydt2 = Derivat iveVar ( model . y , wrt =(model . t , model . t ) )
15

16 # Declare p a r t i a l d e r i v a t i v e of model . z with r e s p e c t to model . l
17 # Note t h a t t h i s Derivat iveVar w i l l be indexed by both model . t and model . l
18 model . dzdl = Derivat iveVar ( model . z , wrt=model . l , i n i t i a l i z e =0)
19

20 # Declare mixed second order p a r t i a l d e r i v a t i v e of model . z with r e s p e c t
21 # to model . t and model . l and s e t bounds
22 model . dz2 = Derivat iveVar ( model . z , wrt =(model . t , model . l ) , bounds =(−10 ,10))

The design of the DerivativeVar component diverges from that of core Pyomo components in its use of
positional arguments. Typically, positional arguments in Pyomo are used to specify indexing sets of a particular
component. However, for DerivativeVar components, a variable is supplied as a positional argument. This
design choice was intended to codify the notion of a derivative being an operation on a variable rather than
a distinct object. We note that the “initialize” keyword argument shown above will initialize the value of a
derivative, rather than specifying an initial condition or boundary constraint.

After the derivatives in a model have been declared using DerivativeVar components, differential equa-
tions are declared as standard Pyomo constraints and are not required to have any particular form. The fol-
lowing code fragment illustrates how one might declare an ordinary or partial differential equation using one
or more of the derivatives defined in the previous code fragment:

Listing 9 Declaring differential equations

1 # An ordinary d i f f e r e n t i a l equation
2 def o d e r u l e (m, t ) :
3 i f t == m. t . f i r s t ( ) :
4 re turn Constra int . Skip
5 re turn m. dxdt [ t ] == m. x [ t ]∗∗2
6 model . ode = Constra int ( model . t , r u l e= o d e r u l e )
7

8 # A p a r t i a l d i f f e r e n t i a l equation
9 def pde rule (m, t , l ) :

10 i f t == m. t . f i r s t ( ) or l == m. l . f i r s t ( ) or l == m. l . l a s t ( ) :
11 re turn Constra int . Skip
12 re turn m. dzdl [ t , l ] == m. dz2 [ t , l ]
13 model . pde = Constra int ( model . t , model . l , r u l e= pde rule )

A modeler may not want to define a differential equation at one or both boundaries of a continuous domain.
This choice can be specified explicitly in the Constraint declaration using the “Constraint.Skip” return value,
as shown above. By default, a constraint declared over a ContinuousSet will be applied at every discretiza-
tion point contained in the set. One can also think of this as the distinction between applying a constraint over
an open or closed set. Finally, for the case of boundary conditions of PDAEs, we note that the user is respon-
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sible for providing consistent expressions and pyomo.dae provides syntax to communicate such constraints
(e.g., derivative objects and access to specific points).

3 Discretization Transformations

Before a Pyomo model with ContinuousSet and DerivativeVar components can be processed by a finite
dimensional solver it must first be discretized. This transformation process converts a dynamic optimization
model to a purely algebraic optimization model using a simultaneous discretization approach. Specifically,
the continuous domains in the dynamic optimization model are discretized and any derivatives are approx-
imated using algebraic equations defined at the discretization points. Two families of discretization schemes
are currently implemented in pyomo.dae: finite differences and collocation.

By separating models from discretization schemes we enable users to easily experiment with alternative
discretization schemes, to identify the one that works best with their particular problem. This separation also
provides users the freedom to combine discretization schemes in non-standard ways, e.g., using collocation to
discretize a spatial domain and finite difference method to discretize in time or vice versa.

One of the key differences between pyomo.dae and similar tools is that the discretized model is returned to
the user after each transformation is applied. This design feature allows the user to interrogate the discretized
model and examine the discretization equations that were added to the model. Additionally, users can further
modify the model following discretization.

Applying one of the discretization schemes available in pyomo.dae to a differential equation is analogous
to approximating the solution of that differential equation using a numerical method. Numerical methods
vary in terms of accuracy and the type of problems to which they can be applied. While we provide a brief
overview of the methods implemented in pyomo.dae below, a detailed description of these methods is outside
the present scope. For more information on these techniques and details of their applicability, we defer to [3,4,
9,10].

3.1 Finite Difference Transformation

Finite difference methods are the simplest discretization schemes to apply manually, and approximate the
derivative at a particular point using a difference equation. The dae.finite difference transformation
in pyomo.dae includes implementations of several finite difference methods. The most commonly-used finite
difference method is the backward difference method, also referred to as implicit or backward Euler. In our im-
plementation, a discretization is applied to a particular continuous domain and propagated to each derivative
and constraint over that domain. For instance, consider the following derivative and associated constraint:(

dx(t)

dt
, f(x(t), u(t))

)
= 0, t ∈ [0, T ]. (3.4)

After applying the backward difference method to domain t, the resulting derivative and constraint pair is

dx

dt

∣∣∣∣
tk+1

=
xk+1 − xk

h
, k = 0, ..., N − 1 (3.5)

g

(
dx

dt

∣∣∣∣
tk+1

, f(xk+1, uk+1)

)
= 0, k = 0, ..., N − 1 (3.6)

where xk = x(tk), tk = kh, and h is the step size between discretization points or the size of each finite el-
ement. We note that the discretization scheme is applied to all constraints and variables of the model in a
given continuous domain. Higher order derivative terms are approximated using recursive schemes. When a
dae.finite difference transformation is applied to a Pyomo model, equations such as (3.5) are automat-
ically generated and added to the resulting discretized Pyomo model as equality constraints. The following
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Python script applies the backward difference method to a Pyomo model. The code also illustrates how to add
a constraint to a model after discretization.

Listing 10 Applying a finite difference discretization to a Pyomo model

1 from pyomo . environ import ∗
2 from pyomo . dae import ∗
3

4 # Import concre te Pyomo model
5 from pyomoExample import model
6

7 # D i s c r e t i z e model using Backward D i f f e r e n c e method
8 d i s c r e t i z e r = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
9 d i s c r e t i z e r . apply to ( model , nfe =20 , wrt=model . time , scheme= ’BACKWARD’ )

10

11 # Add a c o n s t r a i n t to the d i s c r e t i z e d model
12 def sum limit (m) :
13 re turn sum(m. x1 [ i ] f o r i in m. time ) <= 50
14 model . con sum limit = Constra int ( r u l e= sum limit )
15

16 # Solve d i s c r e t i z e d model
17 s o l v e r = SolverFac tory ( ’ ipopt ’ )
18 r e s u l t s = s o l v e r . so lve ( model )

There are several options available to a dae.finite difference transformation, which can be specified
as keyword arguments to the ‘apply’ function of the transformation object. These keywords are as follows:

‘nfe’: Specifies the desired number of finite element points to be included in the discretization. The default
value is 10.

‘wrt’: Specifies the ContinuousSet for which the transformation should be applied. If this keyword argu-
ment is not specified then the same scheme will be applied to all continuous sets in the model.

‘scheme’: Specifies which finite difference method to apply. Alternatives are ‘BACKWARD’, ‘CENTRAL’, or ‘FORWARD’.
The default scheme is the backward difference method.

If the existing number of finite element points in a ContinuousSet is less than the desired number, new
discretization points will be automatically added to the set. If a user specifies a desired number of finite element
points which is less than the number of points already included in the ContinuousSet then the transforma-
tion will ignore the desired number and proceed with the larger set of points. Discretization points will never
be removed from a ContinuousSet during the discretization transformation.

3.2 Collocation Transformation

Orthogonal collocation (or simply “collocation”) over finite elements is another popular numerical method for
discretization of differential equations. Collocation works by first breaking a continuous domain into N − 1

finite elements. Then over each finite element i the profile of the differential variable x(t) is approximated using
a polynomial of order K + 1. This polynomial is defined using K collocation points, which act as additional
discretization points within each finite element i. Continuity is enforced at the finite element boundaries for
the differential variables x. For example, the discretization equations for a constraint of the form (3.4) are given
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by

dx

dt

∣∣∣∣
tij

=
1

hi

K∑
j=0

xij
d`j(τk)

dτ
, k = 1, . . . ,K, i = 1, . . . , N − 1 (3.7a)

0 = g

(
dx

dt

∣∣∣∣
tij

, f(xik, uik)

)
, k = 1, . . . ,K, i = 1, . . . , N − 1 (3.7b)

xi+1,0 =

K∑
j=0

`j(1)xij , i = 1, . . . , N − 1 (3.7c)

where tij = ti−1 + τjhi, x(tij) = xij . Further, we note that the solution x(t) is interpolated as follows:

x(t) =

K∑
j=0

`j(τ)xij , t ∈ [ti−1, ti], τ ∈ [0, 1] (3.8a)

`j(τ) =

K∏
k=0,6=j

(τ − τk)

(τj − τk)
. (3.8b)

The advantage of using a collocation method over a finite difference method is that collocation results in sig-
nificantly more accurate algebraic approximations. The drawback of collocation is that it is much harder to
implement and debug manually, relative to finite difference methods. Furthermore, implementing the colloca-
tion discretization equations on higher-order derivatives, partial derivatives, or differential equations that are
not in a standard form is non-trivial.

There are many variations of collocation methods, differing primarily in the functional representation of
the state profile over each finite element and how the collocation points are defined. The current version of
pyomo.dae includes two types of collocation methods, both using Lagrange polynomials to represent the
state profiles but differing in the choice of collocation points τk. One variant uses shifted Gauss-Radau roots
and the other one uses shifted Gauss-Legendre roots. The term “shifted” refers to the fact that the collocation
points τ are defined in the domain τ ∈ [0, 1] rather than τ ∈ [−1, 1]. For more information on orthogonal
collocation we refer the reader to Chapter 10 of [7].

The following Python script applies the collocation method with Lagrange polynomials and Gauss-Radau
roots to a Pyomo model, and additionally illustrates how to add an objective function to the resulting dis-
cretized model.

Listing 11 Applying a collocation discretization to a Pyomo model

1 from pyomo . environ import ∗
2 from pyomo . dae import ∗
3

4 # Import concre te Pyomo model
5 from pyomoExample2 import model
6

7 # D i s c r e t i z e model using Radau C o l l o c a t i o n
8 d i s c r e t i z e r = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
9 d i s c r e t i z e r . apply to ( model , nfe =20 , ncp =6 , scheme= ’LAGRANGE−RADAU’ )

10

11 # Add o b j e c t i v e funct ion a f t e r model has been d i s c r e t i z e d
12 def o b j r u l e (m) :
13 re turn sum ( (m. x [ i ]−m. x r e f )∗∗2 f o r i in m. time )
14 model . ob j = Objec t ive ( r u l e= o b j r u l e )
15

16 # Solve d i s c r e t i z e d model
17 s o l v e r = SolverFac tory ( ’ ipopt ’ )
18 r e s u l t s = s o l v e r . so lve ( model )
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The collocation discretization transformation in pyomo.dae allows the user to specify the number of finite
elements, ‘nfe’, independently of the number of collocation points per finite element, ‘ncp’. The discretiza-
tion options available to a dae.collocation transformation are the same as those described above for the
dae.finite difference transformation, with the following additions:

‘scheme’: Specifies the desired collocation scheme, either ‘LAGRANGE-RADAU’ or ‘LAGRANGE-LEGENDRE’.
The default is ‘LAGRANGE-RADAU’.

‘ncp’: Specifies the number of collocation points within each finite element. The default value is 3.

We note that any points that exist in a ContinuousSet before a transformation is applied will be used
as finite element boundaries and not as collocation points. The locations of the collocation points cannot be
specified by the user. Rather, they must be generated by the transformation.

3.3 Applying Multiple Transformations

Discretization transformations can be applied independently to each ContinuousSet in a Pyomo model,
providing great flexibility to users. For example, the same scheme can be applied with different resolutions in
different domains, as follows:

Listing 12 Applying different discretization resolutions to different continuous domains

1 d i s c r e t i z e r = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
2 d i s c r e t i z e . apply to ( model , wrt=model . t1 , nfe =10)
3 d i s c r e t i z e . apply to ( model , wrt=model . t2 , nfe =100)

This feature can be used, for instance, when discretizing different pipelines in a network that exhibit differ-
ent dynamic behavior or discretizing different stages in an optimal control model with different resolutions.

Different schemes can also be applied to different domains. For example, we can apply a forward difference
method to one ContinuousSet and the central finite difference method to another ContinuousSet:

Listing 13 Applying different finite difference transformations to different continuous domains

1 d i s c r e t i z e r = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
2 d i s c r e t i z e r . apply to ( model , wrt=model . t1 , scheme= ’FORWARD’ )
3 d i s c r e t i z e r . apply to ( model , wrt=model . t2 , scheme= ’CENTRAL ’ )

Further, users may combine finite difference and collocation discretizations, e.g., as follows:

Listing 14 Combining finite difference and collocation schemes

1 d i s c r e t i z e r f e = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
2 d i s c r e t i z e r f e . apply to ( model , wrt=model . t1 , nfe =10)
3 d i s c r e t i z e r c o l = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
4 d i s c r e t i z e r c o l . apply to ( model , wrt=model . t2 , nfe =10 , ncp =5)

To apply the same discretization to all ContinuousSet components in a model, users simply specify a sin-
gle discretization transformation without the ‘wrt’ keyword argument. This approach will apply the selected
scheme to all ContinuousSet components in the model that have not already been discretized.

4 Package Implementation and Extensibility

One of the main implementation goals for automatic discretization in pyomo.dae is extensibility, as there
are a plethora of discretization schemes documented in the literature and some specialized schemes might be
required in certain applications. As part of our implementation we have developed a general transformation
framework along with certain utility functions so that advanced users may easily implement their own custom
discretization schemes while reusing the syntax of the modeling language. The transformation framework
consists of the following steps:
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1. Specify Discretization Options
2. Discretize the Continuous Sets
3. Update Model Components
4. Add Discretization Equations
5. Return Discretized Model

If a user would like to create a custom finite difference scheme then they only have to re-implement step (4)
in the framework. The discretization equations for a particular scheme have been isolated from of the rest of the
code for implementing the transformation. For example, the specific function for the forward finite difference
method is:

Listing 15 pyomo.dae implementation of the forward finite difference scheme

1 def forward transform ( v , s ) :
2 ”””
3 Applies the Forward D i f f e r e n c e formula of order O( h ) f o r f i r s t d e r i v a t i v e s
4 ”””
5 def fwd fun ( i ) :
6 tmp = sorted ( s )
7 idx = tmp . index ( i )
8 re turn 1/(tmp [ idx+1]−tmp [ idx ] ) ∗ ( v ( tmp [ idx +1])−v ( tmp [ idx ] ) )
9 re turn fwd fun

In this function, ‘v’ represents the continuous variable or function that the method is being applied to
while ‘s’ represents the set of discrete points in the continuous domain. In order to implement a custom finite
difference method, a user would have to duplicate the above function and just replace the equation next to the
first return statement with their method. After implementing a custom finite difference method using the above
function template, the only other change that must be made is to add the custom method to the ‘all schemes’
dictionary in the Finite Difference Transformation class.

In the case of a custom collocation method, changes will be made in steps (2) and (4) of the transformation
framework. The code below shows the function specific to a collocation scheme with Lagrange interpolation
polynomials and Radau collocation points.

Listing 16 pyomo.dae implementation of collocation using Lagrange polynomials and Radau roots

1 def lagrange radau transform ( v , s ) :
2 ncp = s . g e t d i s c r e t i z a t i o n i n f o ( ) [ ’ ncp ’ ]
3 adot = s . g e t d i s c r e t i z a t i o n i n f o ( ) [ ’ adot ’ ]
4 def fun ( i ) :
5 tmp = sorted ( s )
6 idx = tmp . index ( i )
7 i f idx == 0 : # Don ’ t apply t h i s equation at i n i t i a l point
8 r a i s e IndexError ( ” l i s t index out of range ” )
9 low = s . get lower element boundary ( i )

10 lowidx = tmp . index ( low )
11 re turn sum( v ( tmp [ lowidx+ j ] )∗ adot [ j ] [ idx−lowidx ] \
12 ∗ ( 1 . 0 / ( tmp [ lowidx+ncp]−tmp [ lowidx ] ) ) f o r j in range ( ncp + 1 ) )
13 re turn fun

In addition to implementing the discretization equations, the user would have to ensure that the desired
collocation points are added to the ContinuousSet being discretized. The collocation transformation in
pyomo.dae calculates Radau or Legendre collocation points following chapter 10 in [7] if the user has the
Python package Numpy installed, otherwise it uses precomputed values (for up to 10th-order polynomials).

So far we have shown that pyomo.dae is extensible in terms of implementing custom discretization schemes
but it is also extensible in a more general sense. The modeling abstraction introduced here allows for general
implementations of any model transformation or operation typically applied to optimal control problems. For
instance, the control profiles can be constrained to follow predefined functions. To illustrate this, we extended
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the dae.collocation transformation with a function that forces a control variable to have a certain profile;
for example, piecewise constant or piecewise linear. This is useful, for instance, in optimal control problems
where the control variable is often restricted to be constant over each finite element while the other state vari-
ables are not. This function can be implemented by reducing the number of free collocation points for a partic-
ular variable. The reduce collocation points() function is specified using the following keywords:

‘var’: The variable being restricted to fewer collocation points
‘contset’: The continuous set indexing the specified ‘var’ that was previously discretized.
‘ncp’: The new number of collocation points. Must be at least 1 and less than the number of collocation points

used to discretize the ’contset’.

The function may only be applied to a model after a collocation discretization transformation has been
called to discretize the specified ContinousSet. The function works by adding constraints to the discretized
model which force any extra, undesired collocation points to be interpolated from the others. These constraints
have the following form over each finite element:

ui =

K̄∑
j=1

γijuj , i = K̄ + 1, ...,K (4.9)

where K is the original number of collocation points and K̄ is the reduced number of points. A sample imple-
mentation is shown below.

Listing 17 Enforce path constraints on continuous variables

1 # D i s c r e t i z e model using Radau C o l l o c a t i o n
2 d i s c r e t i z e r = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
3 d i s c r e t i z e r . apply to ( model , wrt=model . time , nfe =20 , ncp =6)
4

5 # Control v a r i a b l e u made constant over each f i n i t e element
6 d i s c r e t i z e r . r e d u c e c o l l o c a t i o n p o i n t s ( var=model . u , c o n t s e t =model . time , ncp =1)

We also note that pyomo.dae does not distinguish between state and control variables. This means that
the reduce collocation points() function can be applied just as easily to impose a path constraint on a
continuous state variable.

The modular nature of Pyomo also allows for extensions in terms of solvers for dynamic optimization.
For example, a typical workflow with the current implementation of pyomo.dae is shown in Figure 2. A
straightforward extension would be to replace the ’Write .nl File’ and ’AMPL Solver Library’ blocks with
another tool for automatic differentiation such as CasADi [2]. Or the workflow could be extended to output
the dynamic model, before applying a discretization scheme, and then solving the problem using a shooting
method. Finally, there are several parallel solvers available for dynamic optimization problems that rely on
the discretized model being separated at the finite element boundaries. A general implementation of this step
could easily be added to pyomo.dae.

5 Illustrative Applications

We now provide application examples that illustrate the use and flexibility of the modeling and transformation
capabilities provided by pyomo.dae. We begin with a detailed presentation of a simple heat transfer problem.
We then consider a small optimal control example, which is illustrative of common application for dynamic
optimization. Next, we examine a medium-scale parameter estimation problem for a dynamic disease trans-
mission model, which demonstrates how to integrate time-dependent data into a optimization model using
pyomo.dae. We conclude with a more complex example involving stochastic optimal control of natural gas
networks, which (1) includes all key modeling and transformation elements found in pyomo.dae and (2)
demonstrates the scalability of pyomo.dae. All examples use Pyomo version 4.3, Python version 2.7.6, and
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Fig. 2 Pyomo workflow including discretization transformations

Ipopt version 3.10.1 on a desktop computer running Ubuntu 14.04. Code for these examples can be accessed at
https://software.sandia.gov/svn/pyomo/pyomo/trunk/examples/dae/.

5.1 Heat Transfer

Our first application example is taken from [23] and demonstrates the solution of a one-dimensional heat
equation. The equation, initial condition, and boundary conditions are as follows:

π2 ∂u

∂t
=
∂2u

∂x2
(5.10a)

u(x, 0) = sin(πx) (5.10b)

u(0, t) = 0 (5.10c)

πe−t +
∂u

∂x
(1, t) = 0 (5.10d)

x ∈ [0, 1], t ∈ [0, T ]. (5.10e)

This model has a number of interesting features, including first and second order partial derivatives, bound-
ary conditions involving both the variable and its partial derivative, and nonlinearity induced by a trigono-
metric function. In Listing 18, we present a Pyomo model that implements a manual discretization, without
pyomo.dae. We discretized this model in space using the backward difference method and in time using or-
thogonal collocation with Radau points. The first line in the model imports the required Pyomo packages.
Lines 4–6 declare the number of discretization points and lines 9–11 declare sets specifying indices for all the
discretization points. Lines 14–20 define the collocation matrix for 4th order Lagrange polynomials with Radau
roots. Computing this matrix by hand is often one of the more tedious parts of implementing a dynamic al-
gebraic optimization model. Lines 22–23 define the spatial and time scaling for each finite element and lines
25-30 define the model variables, including the differential variables.

Models that are discretized manually typically involve discretization points that lack any physical meaning,
i.e., time/distance scaling is handled separately from the definition of the discretization points. This approach
often leads to modeling errors and confusion especially when more complicated discretization schemes such
as collocation are considered. The model below tries to overcome this difficulty by introducing an additional
differential variable m.t that is used to calculate the properly scaled time points. Lines 32–54 define constraints
representing the heat transfer model (5.10a). The discretization schemes are then applied in lines 56–93. Finally,
a “dummy” objective function (because the example involves no optimization objective) is declared in line
95 and the model is solved using Ipopt in lines 97–98. The entire implementation requires fewer than 100
lines of code. While changing the number of finite element points is straightforward, changing the number of
collocation points or either of the discretization schemes would require significant changes.

Listing 18 Manually discretized heat transfer model in Pyomo

https://software.sandia.gov/svn/pyomo/pyomo/trunk/examples/dae/
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1 from pyomo . environ import ∗
2

3 m = ConcreteModel ( )
4 m. n f e t = Param ( i n i t i a l i z e =20) # Number of f i n i t e elements in time
5 m. ncp = Param ( i n i t i a l i z e =4) # Number of c o l l o c a t i o n points per f i n i t e element
6 m. nfex = Param ( i n i t i a l i z e =25) # Number of f i n i t e elements in space
7 m. pi = Param ( i n i t i a l i z e =3 .1416) # Pi
8

9 m. t f e = RangeSet ( 0 , value (m. n f e t )−1) # Set of f i n i t e element points in time
10 m. tcp = RangeSet ( 1 , value (m. ncp ) ) # Set of c o l l o c a t i o n points in time
11 m. x = RangeSet ( 0 , value (m. nfex ) ) # Set of f i n i t e element points in space
12

13 # C o l l o c a t i o n Matrix
14 radau adot ={ ( 1 , 1 ) : −9 . 0 0 0 0 0 0 0 0 0 0 0 0 0 , ( 1 , 2 ) : −4 . 1 3 9 3 8 7 6 9 1 3 3 9 8 , ( 1 , 3 ) : 1 . 7 3 9 3 8 7 6 9 1 3 3 9 8 ,\
15 ( 1 , 4 ) : −2 . 9 9 9 9 9 9 9 9 9 9 9 9 9 , ( 2 , 1 ) : 1 0 . 0 4 8 8 0 9 3 9 9 8 2 7 4 , ( 2 , 2 ) : 3 . 2 2 4 7 4 4 8 7 1 3 9 1 5 ,\
16 ( 2 , 3 ) : −3 . 5 6 7 8 4 0 0 8 4 6 9 0 4 , ( 2 , 4 ) : 5 . 5 3 1 9 7 2 6 4 7 4 2 1 8 , ( 3 , 1 ) : −1 . 3 8 2 1 4 2 7 3 3 1 6 0 7 ,\
17 ( 3 , 2 ) : 1 . 1 6 7 8 4 0 0 8 4 6 9 0 4 , ( 3 , 3 ) : 0 . 7 7 5 2 5 5 1 2 8 6 0 8 4 , ( 3 , 4 ) : −7 . 5 3 1 9 7 2 6 4 7 4 2 1 8 ,\
18 ( 4 , 1 ) : 0 . 3 3 3 3 3 3 3 3 3 3 3 3 3 , ( 4 , 2 ) : −0 . 2 5 3 1 9 7 2 6 4 7 4 2 1 , ( 4 , 3 ) : 1 . 0 5 3 1 9 7 2 6 4 7 4 2 1 ,\
19 ( 4 , 4 ) : 5 . 0 0 0 0 0 0 0 0 0 0 0 0 0}
20 m. adot = Param (m. tcp , m. tcp , i n i t i a l i z e =radau adot )
21

22 m. ht = Param ( i n i t i a l i z e =2.0/m. n f e t ) # Length of time f i n i t e element
23 m. hx = Param ( i n i t i a l i z e =1.0/m. nfex ) # Length of s p a t i a l f i n i t e element
24

25 m. u = Var (m. x , m. t f e , m. tcp , i n i t i a l i z e = 0 . 2 )
26 m. t = Var (m. t f e , m. tcp )
27

28 m. dudx = Var (m. x , m. t f e , m. tcp )
29 m. dudx2 = Var (m. x , m. t f e , m. tcp )
30 m. dudt = Var (m. x , m. t f e , m. tcp )
31

32 def pde (m, i , j , k ) :
33 i f i == 0 or i == value (m. nfex ) or k == 0 :
34 re turn Constra int . Skip
35 re turn m. pi ∗∗2∗m. dudt [ i , j , k ] == m. dudx2 [ i , j , k ]
36 m. pde = Constra int (m. x , m. t f e , m. tcp , r u l e= pde )
37

38 def i n i t c o n (m, i ) :
39 i f i == 0 or i == value (m. nfex ) :
40 re turn Constra int . Skip
41 re turn m. u [ i , 0 , 1 ] == s i n (m. pi∗ i ∗m. hx )
42 m. i n i t c o n = Constra int (m. x , r u l e= i n i t c o n )
43

44 def lowerbound (m, j , k ) :
45 re turn m. u [ 0 , j , k ] == 0
46 m. lowerbound = Constra int (m. t f e , m. tcp , r u l e= lowerbound )
47

48 def upperbound (m, j , k ) :
49 re turn m. pi∗exp(−m. t [ j , k ] ) +m. dudx [ value (m. nfex ) , j , k ] == 0
50 m. upperbound = Constra int (m. t f e , m. tcp , r u l e= upperbound )
51

52 def i n i t t (m) :
53 re turn m. t [ 0 , 1 ] == 0
54 m. i n i t t = Constra int ( r u l e= i n i t t )
55

56 # Apply f i n i t e d i f f e r e n c e d i s c r e t i z a t i o n equat ions
57 def dudx backwardDifference (m, i , j , k ) :
58 i f i == 0 :
59 re turn Constra int . Skip
60 re turn (m. u [ i , j , k]−m. u [ i −1, j , k ] ) /m. hx == m. dudx [ i , j , k ]
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61 m. dudx backwardDifference = Constra int (m. x , m. t f e , m. tcp , r u l e= dudx backwardDifference )
62

63 def dudx2 backwardDifference (m, i , j , k ) :
64 i f i == 0 or i == 1 :
65 re turn Constra int . Skip
66 re turn (m. u [ i −2, j , k]−2∗m. u [ i −1, j , k]+m. u [ i , j , k ] ) /m. hx∗∗2 == m. dudx2 [ i , j , k ]
67 m. dudx2 backwardDifference = Constra int (m. x , m. t f e , m. tcp , r u l e= dudx2 backwardDifference )
68

69 # Apply c o l l o c a t i o n d i s c r e t i z a t i o n equat ions
70 def d u d t c o l l o c a t i o n (m, i , j , k ) :
71 i f k == 1 :
72 re turn Constra int . Skip
73 re turn sum(m. u [ i , j , s ]∗m. adot [ s , k ] f o r s in m. tcp ) == m. ht∗m. dudt [ i , j , k ]
74 m. d u d t c o l l o c a t i o n = Constra int (m. x , m. t f e , m. tcp , r u l e= d u d t c o l l o c a t i o n )
75

76 def d t c o l l o c a t i o n (m, j , k ) :
77 i f k == 1 :
78 re turn Constra int . Skip
79 re turn sum(m. t [ j , s ]∗m. adot [ s , k ] f o r s in m. tcp ) == m. ht
80 m. d t c o l l o c a t i o n = Constra int (m. t f e , m. tcp , r u l e= d t c o l l o c a t i o n )
81

82 # Apply c o l l o c a t i o n c o n t i n u i t y equat ions
83 def u c o n t i n u i t y (m, i , j ) :
84 i f j == value (m. n f e t )−1:
85 re turn Constra int . Skip
86 re turn m. u [ i , j +1 ,1 ] == m. u [ i , j , 4 ]
87 m. u c o n t i n u i t y = Constra int (m. x , m. t f e , r u l e= u c o n t i n u i t y )
88

89 def t c o n t i n u i t y (m, j ) :
90 i f j == value (m. n f e t )−1:
91 re turn Constra int . Skip
92 re turn m. t [ j +1 ,1 ] == m. t [ j , 4 ]
93 m. t c o n t i n u i t y = Constra int (m. t f e , r u l e= t c o n t i n u i t y )
94

95 m. obj = Objec t ive ( expr =1)
96

97 s o l v e r = SolverFac tory ( ’ ipopt ’ )
98 r e s u l t s = s o l v e r . so lve (m, t e e =True )

We now contrast the Pyomo model with manual discretization to one that is discretized using pyomo.dae
as shown in Listing 19 below. The model requires one additional package import in order to access the model-
ing components and transformations available in pyomo.dae. Lines 4-8 define the model sets and variables.
Note that temporal and spatial scaling is handled explicitly via the defined ContinuousSet components. Specif-
ically, after applying a discretization scheme, the components ’m.t’ and ’m.x’ will contain actual points in time
and space, respectively. This approach eliminates the need for an additional differential variable to represent
time, as was used in the manually discretized model. Lines 10-13 define the derivatives that appear in the
model, lines 15-34 define the equations associated with the heat transfer model, and line 36 defines the objec-
tive function. Lines 38-42 apply discretization schemes defined in pyomo.dae to the model. Line 41 applies
the backward difference method to the spatial ContinuousSet ’m.x’ and line 42 applies Radau collocation to
the temporal ContinuousSet ’m.t’.

Listing 19 Automatically discretized heat transfer model in Pyomo using pyomo.dae

1 from pyomo . environ import ∗
2 from pyomo . dae import ∗
3

4 m = ConcreteModel ( )
5 m. pi = Param ( i n i t i a l i z e =3 .1416)
6 m. t = ContinuousSet ( bounds =(0 , 2 ) )
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7 m. x = ContinuousSet ( bounds =(0 , 1 ) )
8 m. u = Var (m. x ,m. t )
9

10 # Declare d e r i v a t i v e s in the model
11 m. dudx = Derivat iveVar (m. u , wrt=m. x )
12 m. dudx2 = Derivat iveVar (m. u , wrt =(m. x , m. x ) )
13 m. dudt = Derivat iveVar (m. u , wrt=m. t )
14

15 # Declare PDE
16 def pde (m, i , j ) :
17 i f i == 0 or i == 1 or j == 0 :
18 re turn Constra int . Skip
19 re turn m. pi ∗∗2∗m. dudt [ i , j ] == m. dudx2 [ i , j ]
20 m. pde = Constra int (m. x , m. t , r u l e= pde )
21

22 def i n i t c o n (m, i ) :
23 i f i == 0 or i == 1 :
24 re turn Constra int . Skip
25 re turn m. u [ i , 0 ] == s i n (m. pi∗ i )
26 m. i n i t c o n = Constra int (m. x , r u l e= i n i t c o n )
27

28 def lowerbound (m, j ) :
29 re turn m. u [ 0 , j ] == 0
30 m. lowerbound = Constra int (m. t , r u l e= lowerbound )
31

32 def upperbound (m, j ) :
33 re turn m. pi∗exp(− j )+m. dudx [ 1 , j ] == 0
34 m. upperbound = Constra int (m. t , r u l e= upperbound )
35

36 m. obj = Objec t ive ( expr =1)
37

38 # D i s c r e t i z e using F i n i t e D i f f e r e n c e and C o l l o c a t i o n
39 d i s c r e t i z e r = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
40 d i s c r e t i z e r 2 = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
41 d i s c r e t i z e r . apply to (m, nfe =25 , wrt=m. x , scheme= ’BACKWARD’ )
42 d i s c r e t i z e r 2 . apply to (m, nfe =20 , ncp =3 , wrt=m. t )
43

44 s o l v e r = SolverFac tory ( ’ ipopt ’ )
45 r e s u l t s = s o l v e r . so lve (m, t e e =True )

The implementation using pyomo.dae requires only half the number of lines of the manually discretized
model, leading to a much more concise and consequently comprehensible model. The applied discretization
schemes are completely independent of the model, and as a result, the correspondence between the alge-
braic model and the mathematical model is significantly more clear. The automatically discretized model does
not have any of the discretization-specific parameters used in the manually discretized model. Furthermore,
changing the number of finite elements, the number of collocation points, or the entire discretization scheme
is simply accomplished by modifying one of the 4 lines of code defining the discretization. To illustrate this
point, some alternative approaches to discretize the heat transfer model are as follows:

Listing 20 Alternate discretizations for heat the transfer model in Pyomo using pyomo.dae

1 # D i s c r e t i z e e n t i r e model using F i n i t e D i f f e r e n c e Method
2 d i s c r e t i z e r = TransformationFactory ( ’ dae . f i n i t e d i f f e r e n c e ’ )
3 d i s c r e t i z e r . apply to (m, nfe =25 , wrt=m. x , scheme= ’BACKWARD’ )
4 d i s c r e t i z e r . apply to (m, nfe =20 , wrt=m. t , scheme= ’FORWARD’ )
5

6 # D i s c r e t i z e e n t i r e model using C o l l o c a t i o n
7 d i s c r e t i z e r = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
8 d i s c r e t i z e r . apply to (m, nfe =10 , ncp =3 , wrt=m. x , scheme= ’LAGRANGE−LEGENDRE ’ )
9 d i s c r e t i z e r . apply to (m, nfe =20 , ncp =3 , wrt=m. t , scheme= ’LAGRANGE−RADAU’ )
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With pyomo.dae, experimenting with the type of discretization scheme in addition to the resolution be-
comes accessible and systematic. However, we observe that not every discretization scheme is appropriate
for every model. Different boundary and initial conditions may need to be applied, depending on the model
and the discretization scheme used. The pyomo.dae package does not perform any model checking to ensure
appropriateness of the model to which a discretization scheme is applied. Rather, such checking is the respon-
sibility of the user. The pyomo.dae package, however, provides the necessary constructs to enable the user to
easily tailor the specification of boundary conditions.

5.2 Optimal Control

The purpose of optimal control problems is to find a sequence of inputs to a dynamic system that optimize
some system performance metric. For example, a typical optimization objective involves minimizing or maxi-
mizing the value of a state variable at the end of a fixed time horizon. Consider the following small example,
taken from [19]:

min x3(tf ) (5.11a)

s.t. ẋ1 = x2 (5.11b)

ẋ2 = −x2 + u (5.11c)

ẋ3 = x2
1 + x2

2 + 0.005 · u2 (5.11d)

x2 − 8 · (t− 0.5)2 + 0.5 ≤ 0 (5.11e)

x1(0) = 0, x2(0) = −1, x3(0) = 0, tf = 1 (5.11f)

This example consists of three state variables x1, x2, x3 and one control variable u. The following code fragment
illustrates the implementation of some of the more interesting features of this model, including the objective
function (5.11a) and the complex path constraint (5.11e).

Listing 21 Partial implementation of problem (5.11) in Pyomo using pyomo.dae

1 # S e t t i n g the o b j e c t i v e funct ion
2 m. obj = Objec t ive ( expr=m. x3 [ 1 ] )
3

4 # Declar ing the path c o n s t r a i n t
5 def con (m, t ) :
6 re turn m. x2 [ t ]−8∗( t −0.5)∗∗2+0.5 <= 0
7 m. con = Constra int (m. t , r u l e= con )

Discretizing problem (5.11) using orthogonal collocation with 7 finite elements and 6 collocation points
per element will result in the optimal profiles shown in the top portion of Figure 3. In this solution, the con-
trol variable is allowed to vary at every time point. In many applications this sort of continuous change in
the control variable is undesirable or impossible to implement. Therefore, in practice, control variables are
often restricted to be piecewise constant over a certain time interval. Such restrictions can be easily imple-
mented using pyomo.dae, using the reduce collocation points() method of the dae.collocation
discretization transformation. We illustrate use of this method in the code fragment presented below. The last
line of the fragment restricts the control variable u to only 1 free collocation point per finite element, rendering
it piecewise constant. The resulting state and control profiles are shown in the bottom of Figure 3. If instead
we wanted the control variable to be piecewise linear we would only have to modify the ’ncp’ keyword argu-
ment in the reduce collocation points() method call to ’ncp=2’, which would yield two free collocation
points (degrees of freedom) for the control variable per finite element.
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Listing 22 Code for discretizing the optimal control model and reducing the degrees of freedom

1 # D i s c r e t i z e model using radau c o l l o c a t i o n
2 d i s c r e t i z e r = TransformationFactory ( ’ dae . c o l l o c a t i o n ’ )
3 d i s c r e t i z e r . apply to ( model , wrt=model . t , nfe =7 , ncp =6)
4

5 # R e s t r i c t c o n t r o l to be piecewise constant
6 d i s c r e t i z e r . r e d u c e c o l l o c a t i o n p o i n t s ( model , var=model . u , ncp =1 , c o n t s e t =model . t )

Fig. 3 Solution to the optimal control problem (top) with no restrictions on the control variable and (bottom) restricting the control variable
to be piecewise constant. Black dotted line shows the inequality path constraint.
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5.3 Parameter Estimation for Disease Transmission

Our next application considers a non-linear parameter estimation problem taken from [30]. The objective of
this problem is to estimate parameters for a model of childhood infectious disease, using real-world disease
case data. The mathematical model for this problem is as follows:

min ωI
∑
i∈F

(εIi)
2 + ωφ

∑
k∈T

(εφk)2 (5.12a)

s.t.
dS

dt
=
−β(y(t))S(t)I(t)

N
− εI(t) +B(t) (5.12b)

dI

dt
=
β(y(t))S(t)I(t)

N
+ εI(t)− γI(t) (5.12c)

dφ

dt
=
β(y(t))S(t)I(t)

N
+ εI(t) (5.12d)

R?k = ηk(φi,k − φi,k−1) + εφk , k ∈ T (5.12e)

βk = βmag · βpatt
k , k ∈ T (5.12f)

1.0 =

∑
k∈T β

patt
k

len(T )
(5.12g)

S̄ =

∑
i∈F Si

len(F)
, β̄ =

∑
k∈T βk

len(T )
(5.12h)

0 ≤ I(t), S(t) ≤ N, 0 ≤ β(y(t)), 0 ≤ φ(t) (5.12i)

In this model, S represents the number of people susceptible to the disease, I denotes the number of people
with the disease who are infectious, and φ denotes the cumulative incidence of the disease. The R? quantity
corresponds to the reported incidence of the disease and is a known input at a discrete set of reporting times.
For a more detailed description of this model, we refer the reader to [30].

The purpose of this model is to estimate the time-varying disease transmission parameter β under the
assumption that β varies seasonally but is constant from year to year (controlling for season). This hypothesis
induces the following structural elements to the temporal data: T , the set of reporting times over a single
year, and F , the set of all reporting times over a 20 year period. The set F is represented by the pyomo.dae
continuous set model.TIME. The following code fragment below shows how equation (5.12d) is implemented
accounting for these two time sets:

Listing 23 Code for declaring a subset of the components and implementing the differential equation (5.12d) in the disease transmission
model

1 model . TIME = ContinuousSet ( i n i t i a l i z e = TIME init , bounds =(0 ,None ) )
2 model . beta = Var ( model . S BETA , i n i t i a l i z e = i n i t b e t a , bounds = ( 0 . 0 1 , 5 ) )
3 model . S = Var ( model . TIME , i n i t i a l i z e = i n i t S , bounds= people bounds )
4 model . I = Var ( model . TIME , i n i t i a l i z e = i n i t I , bounds= people bounds )
5 model . phi = Var ( model . TIME , i n i t i a l i z e = i n i t p h i , bounds =(0 ,None ) )
6 model . Sdot = Derivat iveVar ( model . S , i n i t i a l i z e = i n i t S d o t )
7 model . Idot = Derivat iveVar ( model . I , i n i t i a l i z e = i n i t I d o t )
8 model . phidot = Derivat iveVar ( model . phi , i n i t i a l i z e = i n i t p h i d o t , bounds=(−10 ,None ) )
9 def phidot eq ( model , i ) :

10 i f i == 0 :
11 re turn Constra int . Skip
12 f e = model . TIME . get upper element boundary ( i )
13 j = model . TIME . f e . index ( f e )
14 re turn model . phidot [ i ] == model . e p s I [ j ] \
15 + ( model . beta [ model . P BETA NDX[ j ] ]∗model . I [ i ]∗model . S [ i ] ) / model . P POP
16 model . phidot eq = Constra int ( model . TIME , r u l e= phidot eq )
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Manual Discretization Using pyomo.dae
Creation Time (sec) 1.38 2.20

Solve Time (CPU sec) 2.65 2.57
Ipopt Iterations 27 27

Objective (×10−5) 1.4716 1.4716

Table 2 Comparison of two implementations of the disease transmission parameter estimation problem

In this example, lines 12 and 13 take a time point i ∈ F and determine the corresponding upper finite element
boundary fe. The parameter model.P BETA NDX then maps this finite element value to the correct index in
T for model.beta.

Our infectious disease transmission model has three differential equations and was discretized with 520
finite elements and 3 collocation points per finite element, using orthogonal collocation with Lagrange poly-
nomials and Radau roots. This leads to an non-linear program with 10,458 variables and 9,910 equality con-
straints. The model was discretized such that all finite element points correspond to a reporting time for R?.
As with our previous applications example, the model was implemented twice: manually, as reported in [30],
and using pyomo.dae, by the authors. Table 2 compares timing and solution statistics for the two implemen-
tations. The creation time refers to the amount of time required to execute the python script that constructs the
model. For the implementation using pyomo.dae, the creation time also includes the time for automatic dis-
cretization. If we compare the creation time for the two implementations, we observe no significant differences
– implying that there is relatively little overhead associated with applying the discretization automatically.

Comparing the solver results for the two implementations, we see analogous results. In particular, the solve
time for the two models is practically identical, and Ipopt requires the same number of iterations to locate an
optimal solution. While the model creation time results reported in Table 2 show minimal differences between
the two implementations, the statistics do not account for one crucial component of the applications devel-
opment process: the time required to design, implement, debug, and refine the manual discretization. Initial
manual implementation and debugging of a discretization scheme like collocation can easily take over an hour
for novice modelers, for a model with a single differential equation. In contrast, incorporating a differential
equation using pyomo.dae into an optimization model is as simple as writing a regular model constraint and
selecting a particular discretization scheme to apply can be accomplished in a fraction of the time.

Finally, we consider the issue of model initialization, which is a critical step in solving optimization models
with differential equations. The following code fragment shows how the variable S is initialized in our disease
transmission model:

Listing 24 Code for initializing S in the disease transmission model

1 def i n i t S ( model , i ) :
2 i f i ==0:
3 re turn model . i n i t S i n i t
4 f e = model . TIME . get upper element boundary ( i )
5 j = model . TIME . f e . index ( f e )
6 re turn model . i n i t S [ j ]
7 def people bounds ( model ) :
8 re turn ( 0 . 0 , model . P POP )
9 model . S = Var ( model . TIME , i n i t i a l i z e = i n i t S , bounds= people bounds )

This example is only one illustration of how a pyomo.dae model can be initialized. However, other al-
ternatives are available. In particular, the approach presented above initializes the finite element points using
a profile defined by the time-varying parameter model.init S and initializes the intermediate collocation
points by equating them to the value at the upper finite element boundary. We chose this initialization ap-
proach because it is sufficiently flexible to handle discretizations with any number of collocation points. The
pyomo.dae package does not currently provide any automatic frameworks for model initialization. However,
using existing Pyomo and Python constructs, a user can create any requisite initializations.
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5.4 Stochastic Optimal Control of Natural Gas Networks

In our last application example, we consider the problem of optimizing natural gas network inventories while
accounting for uncertainties in the system. Specifically, the objective is to satisfy uncertain gas demands in the
network by building up inventory in the pipelines in a way that minimizes the required compression power.
A model of this problem was proposed in [31], which is as follows:

min
∑
t∈T

∑
i∈Sn

cssi,t∆τ +
∑
t∈T

∑
`∈L

ceP`,t∆τ +
∑
t∈T

∑
j∈D

cd(dj,t − d̄j,t)2 (5.13a)

+
∑
k∈X

∑
`∈L

cT (p`,T,k − p`,0,k)2 +
∑
k∈X

∑
`∈L

cT (f`,T,k − f`,0,k)2 (5.13b)

s.t.
∂p`(x, τ)

∂τ
= −c1,`

∂f`(x, τ)

∂x
, ` ∈ L, x ∈ [0, L`], τ ∈ [0, T ] (5.13c)

∂f`(x, τ)

∂t
= −c2,`

∂p`(x, τ)

∂x
− c3,`

f`(x, τ)|f`(x, τ)|
p`(x, τ)

, ` ∈ L, x ∈ [0, L`], τ ∈ [0, T ] (5.13d)

p`(L`, τ) = θrec(`)(τ), ` ∈ L, τ ∈ [0, T ] (5.13e)

p`(0, τ) = θsnd(`)(τ), ` ∈ Lp, τ ∈ [0, T ] (5.13f)

p`(0, τ) = θsnd(`)(τ) +∆θ`(τ), ` ∈ La, τ ∈ [0, T ] (5.13g)∑
`∈Lrecn

f`(L`, τ)−
∑

`∈Lsndn

f`(0, τ) +
∑
i∈Sn

si(τ)−
∑
j∈Dn

dj(τ) = 0, n ∈ N τ ∈ [0, T ] (5.13h)

P`(τ) = cp · T · f`(0, τ)

((
θsnd(`)(τ) +∆θ`(τ)

θsnd(`)(τ)

) γ−1
γ

− 1

)
, ` ∈ L, τ ∈ [0, T ] (5.13i)

θsup(i),τ = θ̄supi , i ∈ S, τ ∈ [0, T ] (5.13j)

0 = −c1,`
∂f`(x, 0)

∂x
, ` ∈ L, x ∈ [0, L`] (5.13k)

0 = −c2,`
∂p`(x, 0)

∂x
− c3,`

f`(x, 0)|f`(x, 0)|
p`(x, 0)

, ` ∈ L, x ∈ [0, L`] (5.13l)

PL` ≤ P`(τ) ≤ PU` , ` ∈ La, τ ∈ [0, T ] (5.13m)

θsuc,L` ≤ θsnd(`)(τ) ≤ θsuc,U` , ` ∈ La, τ ∈ [0, T ] (5.13n)

θdis,L` ≤ θsnd(`)(τ) +∆θ`(τ) ≤ θdis,U` , ` ∈ La, τ ∈ [0, T ] (5.13o)

This model includes detailed network dynamics captured by the PDEs (5.13c) and (5.13d). Note that these
PDEs are indexed by the number of links L in the network, indicating that optimization of even moderately-
sized networks will require the simultaneous solution of many PDEs. Uncertainty is captured by considering
multiple scenarios for natural gas demand, and the resulting formulation is a two-stage stochastic optimization
problem. Because they describe scenario-specific dynamics, model PDEs are replicated for each scenario. The
resulting optimization model is very large-scale, scaling as a function of the number of network links, scenar-
ios, and discretization points. The implementations in pyomo.dae for the PDEs and the pressure boundary
conditions for this model are given in Listings 25 and 26.

Listing 25 Code for implementing the PDE equations (5.13c) and (5.13d)

1 # F i r s t PDE f o r gas network model
2 def f l o w r u l e (m, j , i , t , k ) :
3 i f t == m. TIME . f i r s t ( ) or k == m. DIS . l a s t ( ) :
4 re turn Constra int . Skip # Do not apply pde at i n i t i a l time or f i n a l l o c a t i o n
5 re turn m. dpxdt [ j , i , t , k ]/3600 + m. c1 [ i ]/m. l l e n g t h [ i ]∗m. dfxdx [ j , i , t , k ] == 0
6 model . flow = Constra int ( model . SCEN, model . LINK , model . TIME , model . DIS , r u l e=f l o w r u l e )
7

8 # Second PDE f o r gas network model
9 def p r e s s r u l e (m, j , i , t , k ) :
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10 i f t == m. TIME . f i r s t ( ) or k == m. DIS . l a s t ( ) :
11 re turn Constra int . Skip # Do not apply pde at i n i t i a l time or f i n a l l o c a t i o n
12 re turn m. dfxdt [ j , i , t , k ]/3600 == −m. c2 [ i ]/m. l l e n g t h [ i ]∗m. dpxdx [ j , i , t , k ] − m. s l a c k [ j , i , t , k ]
13 model . press = Constra int ( model . SCEN, model . LINK , model . TIME , model . DIS , r u l e= p r e s s r u l e )
14

15 def s l a c k e q r u l e (m, j , i , t , k ) :
16 i f t == m. TIME . l a s t ( ) :
17 re turn Constra int . Skip
18 re turn m. s l a c k [ j , i , t , k ]∗m. px [ j , i , t , k ] == m. c3 [ i ]∗m. fx [ j , i , t , k ]∗m. fx [ j , i , t , k ]
19 model . s lackeq = Constra int ( model . SCEN, model . LINK , model . TIME , model . DIS , r u l e= s l a c k e q r u l e )

Listing 26 Code for implementing the pressure boundary conditions (5.13e), (5.13f), and (5.13g)

1 # boundary condi t ions pressure , pass ive l i n k s
2 def p r e s s p a s s t a r t r u l e (m, j , i , t ) :
3 re turn m. px [ j , i , t ,m. DIS . f i r s t ( ) ] == m. p [ j ,m. l s t a r t l o c [ i ] , t ]
4 model . p r e s s p a s s t a r t = Constra int ( model . SCEN, model . LINK P , model . TIME , r u l e= p r e s s p a s s t a r t r u l e )
5

6 def presspas end rule (m, j , i , t ) :
7 re turn m. px [ j , i , t ,m. DIS . l a s t ( ) ] == m. p [ j ,m. lendloc [ i ] , t ]
8 model . presspas end = Constra int ( model . SCEN, model . LINK P , model . TIME , r u l e=presspas end rule )
9

10 # boundary condi t ions pressure , a c t i v e l i n k s
11 def p r e s s a c t s t a r t r u l e (m, j , i , t ) :
12 re turn m. px [ j , i , t ,m. DIS . f i r s t ( ) ] == m. p [ j ,m. l s t a r t l o c [ i ] , t ]+m. dp [ j , i , t ]
13 model . p r e s s a c t s t a r t = Constra int ( model . SCEN, model . LINK A , model . TIME , r u l e= p r e s s a c t s t a r t r u l e )
14

15 def p r e s s a c t e n d r u l e (m, j , i , t ) :
16 re turn m. px [ j , i , t ,m. DIS . l a s t ( ) ] == m. p [ j ,m. lendloc [ i ] , t ]
17 model . pressac t end = Constra int ( model . SCEN, model . LINK A , model . TIME , r u l e= p r e s s a c t e n d r u l e )

The model includes two continuous domains: temporal and spatial. The model was discretized in time us-
ing a backward finite difference scheme and was discretized in space using a forward finite difference scheme.
Discretization involved 47 time intervals and multiple numbers of spatial points. Table 3 reports the compu-
tational effort required for different spatial discretization resolutions. Figure 4 illustrates how the flow profile
converges as the number of discretization points (Nx) increases. The largest problem solved had over 400,000
variables and constraints. Note that the creation time for the model is only a small fraction of the overall so-
lution time. Again, the creation time includes the time to apply a discretization scheme automatically. We also
see that the creation time does not increase as dramatically as the solve time as the number of discretization
points is increases. This result suggests that the automatic discretization routines in pyomo.dae are scalable.

Table 3 Effect of spatial discretization resolution on computational performance

Scenarios Nx Variables Constraints Iterations Creation (sec) Solve (sec)
1 2 9686 9144 35 0.64 2.27
1 6 25718 25128 45 1.71 11.85
1 10 41750 41112 43 2.92 19.26
1 20 81830 81072 50 5.87 40.84
1 60 242150 240912 56 17.72 147.72
1 100 402470 400752 67 31.54 412.18
3 2 29056 27872 37 1.84 17.50
3 10 125248 123776 54 8.96 124.44
3 20 245488 243656 64 18.07 276.18

We note that the model reported in [31] was first implemented in Pyomo using a manual discretization
scheme. During the process of converting the manually discretized model to pyomo.dae we actually discov-
ered an “off-by-one” error in the manual discretization. These sort of errors are easy to make and often difficult
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Fig. 4 Optimal axial flow profile in a single-scenario gas network for different resolutions. Darker colors indicate more discretization
points.

to find, given the complexity of such models. In contrast, pyomo.dae provides a concise and automatic way
of discretizing the variables and constraints in a model.

We again highlight that pyomo.dae does not perform any model checking. Therefore, users must specify
a well-posed model and select discretization schemes that are appropriate for their model. In this particular
example, we highlight the need for the user to supress the enforcement of the PDE at certain domain bound-
aries (as shown in Listing 25) in order to ensure consistency between the specified boundary conditions and
the applied discretization scheme.

6 Conclusions and Future Directions

The level of modeling abstraction provided by pyomo.dae enables the development of novel formulations
and the implementation of generalized analysis frameworks. For example, consider common applications of
dynamic optimization, such as model predictive control (MPC). These applications require solution of a se-
quence of related optimization problems with differential equation components. Using pyomo.dae, users can
implement such strategies as general frameworks, independent of the system model to which they are applied.
In fact, a general implementation of MPC has already been implemented using this framework [28].

Furthermore, there is the strong potential for pyomo.dae to be used in multigrid / multiscale applications.
By separating the model from the discretization scheme, we enable general implementations of algorithms
requiring either (1) the sequential solution of problems with different discretization resolutions or (2) the ability
to communicate discretization information to specialized solvers.

In addition to the core modeling components available in any algebraic modeling language, Pyomo in-
cludes specialized packages for expressing generalized disjunctive programming (GDP) and stochastic pro-
gramming (SP) problems. These extensions leverage the modular design of Pyomo and can be combined with
pyomo.dae. For example, Pyomo users can now easily represent GDP problems with differential equations
or SP problems incorporating a dynamic model in each scenario. By providing users a straightforward way
to represent such complex models, our goal is to ultimately enable the development of new algorithms for
solving them.

In the course of developing pyomo.dae, our design emphasis was on syntactic flexibility. This does not
imply that models with every conceivable differential equation can be solved using this package. Also, because
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we are not enforcing specific structure(s) on the differential equations or restricting the order of the derivatives,
we do not check for modeling errors or consistency. Rather, the responsibility falls on the user not to implement
an inconsistent model. A similar observation also applies to general algebraic modeling languages in which
the user is responsible for not implementing models with incompatible constraints or empty feasible regions,
for instance. However, with the availability of pyomo.dae, it is now possible to develop templates that create
models with certain canonical structures, and as a result prevent users from specifying incompatible models.
Further, such templates would allow implementation of solution algorithms tailored for specific structures, to
check for modeling errors, and to more easily interface with other existing DAE solvers.

Currently pyomo.dae can only be used to express models with bounded rectangular continuous domains.
In the future we plan on extending the package to represent unbounded domains, making it easier to represent
control problems over infinite horizons. We also plan on adding a modeling component to represent integrals.

The pyomo.dae package includes a variety of discretization transformations as well as a framework for
users to implement their own custom discretization strategies. However, simultaneous discretization is just one
of several approaches available. Single and multiple shooting methods are other common solution strategies
[8,29,20]. We plan to eventually link pyomo.dae to existing integrators, such as Sundials [16], and then add
implementations of shooting methods. An integrator would also allow us to simulate dynamic models in order
to initialize our discretized optimization problem or develop hybrid discretization / shooting algorithms.

Another useful extension of pyomo.dae would involve the development of more sophisticated frame-
works for model initialization and specification of time dependent data. In the current implementation a user
can provide an initialization for a model after it has been discretized. However, this is not entirely straight-
forward, and the initialization is tied to the discretization applied. We would also like to implement several
data interpolation schemes in order to make this initialization process easier and consistent across any choice
of discretization. An interpolation scheme would also be useful for estimating differential variable values at
any point in the continuous domain after the model has been solved, especially in the case of a collocation
discretization where a high order functional form of the state profile already exists. An automatic, element-by-
element initialization would be another possible extension.
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